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Abstract—New dynamic CMOS ternary logic circuits, which can be used to form a pipelined system with the nonoverlapped two-phase clocks, are proposed and investigated. All the proposed new dynamic ternary gates do not have dc power dissipations and have full voltage swings. For complex ternary logic, a new circuit structure called the simple ternary differential logic (STDL) is also proposed and analyzed. The design procedure of the STDL is developed for the optimal implementation. An experimental chip has been fabricated in 1.2-μm CMOS process and tested, which successfully verifies part of the logic functions of the proposed new dynamic ternary logic. A new binary pipelined multiplier is designed by using the proposed dynamic ternary logic circuits in the interior of the multiplier in the coding of radix-2 redundant positive-digit number. The new structure has the advantages of higher operating frequency as well as much less latency and total device count as compared with the conventional binary parallel pipelined multiplier. It has been shown that all the developed dynamic ternary logic circuits have certain advantages in speed, power dissipation, chip area, and clock complexity over other dynamic ternary logic circuits. Moreover, the pipelined structure is free from race problems.

I. INTRODUCTION

It is known that as the chip integration increases toward VLSI/ULSI, the interconnections, both on chip and among chips, become a severe problem. The on-chip complex wire routing produces a heavy load that decreases the chip speed, whereas the increasing off-chip connections degrade the system speed performance. Being able to reduce the number of interconnection lines or nets and increase their information content, multivalued logic (MVL) becomes quite attractive in VLSI/ULSI applications. Its advantages have been confirmed in various applications, such as memories, communications, arithmetic circuits, signal processing, and supporting chips [1].

Among various types of MVL, the ternary logic receives more attention than others because of a lower interconnection cost estimation [2] and a simple electronic circuit implementation method [3]. Several static ternary logic circuits have been proposed so far. But they dissipate a lot of power [4]-[7], and require a complex process to obtain both depletion and enhancement devices [8], [9] or multithreshold voltages [10]. A dynamic four-value circuit has also been proposed [11], but only basic cells have been described. Recently, a low-power dynamic ternary logic [12] has been proposed using the Yorki-Rosenfeld algebra [13]. However, the proposed dynamic ternary logic still has many disadvantages. It requires four-phase clocks, which are too complicated in operation and require a lot of layout area. Moreover, the ternary inverters used in [13] are of the ratioed type. They still have dc power dissipation and do not have a full voltage swing. A new dynamic ternary logic was proposed to decrease the clock phases and the dc power dissipation [14]. However, the power supplies are too low, which may be easily influenced by noise and impulse spike.

In this paper, improved dynamic ternary logic circuits are developed and characterized. The maximum power supply is $V_{DD}$ (5 V) and only one extra mask is added to the standard CMOS process. As compared to the previous versions [12], [14], the new circuits can improve the disadvantages described above. In the new design, the ternary inverters have no dc power dissipation and have full voltage swings. Besides, only nonoverlapped two-phase clocks are needed for the new dynamic ternary logic circuits and the new circuits can also be organized into a pipelined system. By using the NMOS differential tree, a simple ternary differential logic (STDL) is also proposed to realize complex logic functions. It is confirmed that the new dynamic ternary logic has a better performance in speed, power dissipation, and chip area than the previous dynamic ternary logic [12]. As an application example for the proposed ternary logic, a new binary pipelined multiplier is designed by using the new dynamic ternary logic circuits in the radix-2 positive-digit coding (0, 1, 2). As compared with the conventional binary pipelined multiplier, the new structure has the advantages of much less latency and total device count. Through the SPICE simulations with the same power supplies and device model parameters, the new structure also shows an improvement in the operating frequency.

The basic ternary gate circuits and their operating principles are presented in Section II. The STDL and its design procedures are described in Section III. Experimental results to verify the logic function on an experimental chip are shown in Section IV. The new binary pipelined multiplier designed by using the new dynamic ternary logic circuits is presented in Section V. Finally, the conclusion is given.

II. BASIC CIRCUIT STRUCTURES AND OPERATING PRINCIPLES

The Yorki-Rosenfeld algebra [13], which is suitable for arithmetic operations [15], can be easily realized through electronic implementations to form the dynamic ternary logic family. Three basic inverter functions, namely simple ternary inverter (STI), negative ternary inverter (NTI), and positive
ternary inverter (PTI), form an operator set that is complete in the logic sense. All three inverters can be combined to realize ternary functions such as ternary NAND (TNAND) and ternary NOR (TNOR), with the minimum (AND) and maximum (OR) functions, respectively.

All three ternary inverters are designed in a dynamic form. The resultant new circuit structures in CMOS are shown in Fig. 1(a)-(c). It is seen that only enhancement PMOS and enhancement NMOS devices are used. The values of power supplies and important device parameters relevant to the explanation of the circuit operation are listed in Table I.

The high, intermediate, and low logic levels are $V_{DD}$, $(2/3)V_{DD}$ (1.65 V), and GND (0 V), which represent the radix-2 positive-digit codes of 2, 1, and 0, respectively. The logic levels $2/3V_{DD}$ and $1/3V_{DD}$ can be generated on chip from the power supply $V_{DD}$ (5 V).

By using a 1.2-$\mu$m n-well CMOS process, the natural threshold voltages (the threshold voltages without the threshold adjustment implantation) for PMOS and NMOS devices are $V_{TP} = -1.5$ V and $V_{TN} = 0.2$ V, respectively. Generally, the standard CMOS process requires only one boron implantation to get the required threshold voltages $V_{TP} = -0.8$ V and $V_{TN} = 0.8$ V. In the new ternary logic circuits, the threshold implantation is only applied to the NMOS devices to increase the NMOS threshold voltage from 0.2 to 1.9 V, while keeping the PMOS at the natural threshold voltage $-1.5$ V. The process requires only a different boron dose for channel implantation and an additional mask to prevent PMOS from being implanted. The threshold voltage $V_{TN0}$ of the NMOS device under zero body-to-source bias is designed to be 1.9 V, and that of the PMOS device under the same bias, $V_{TP0}$, is $-1.5$ V. In the clock generation circuit, $V_{DD} = 5$ V is used. The substrate of PMOS devices in Fig. 1(a)-(c) is connected to $V_{DD}$. Thus the threshold voltage of the PMOS device with such a 1.7-V reverse source-to-substrate bias ($V_{SB} = -1.7$ V) is increased to be about $-1.9$ V, which is the same in amplitude as $V_{TN0}$.

The clocks used in the dynamic ternary logic are nonoverlapped two-phase clocks as shown in Fig. 2. The voltage swing $V_{CLK}$ of the clocks $\phi$ and $\overline{\phi}$ is 5 V. In the dynamic NTI shown in Fig. 1(a), if $\phi = 5$ V, $M_{P1}$ is turned off and $M_{N1}$ is turned on. Then the output is preset to 0 V in spite of the input. For $\phi = 0$ V, $M_{N1}$ is turned off and $M_{P1}$ is turned on. Since the threshold voltage of $M_{P2}$ is about $-1.9$ V, it is turned off when the input voltage is $3.3$ or $1.65$ V. Then the output remains at the preset voltage $0$ V. When the input is $0$ V, $M_{P2}$ is turned on and the output is pulled up to $3.3$ V. Thus, the operation of this circuit is consistent with the truth table of the NTI as shown in Table II.

In the dynamic PTI as shown in Fig. 1(b), if $\phi = 0$ V, $M_{P3}$ is turned on and $M_{N3}$ is turned off. The output is preset to $3.3$ V in spite of the input. For $\phi = 5$ V, $M_{N3}$ is turned on and $M_{P3}$ is turned off. When the input is $1.65$ or $0$ V, $M_{N2}$ is turned off and the output remains at the preset voltage $3.3$ V. When the input is $3.3$ V, $M_{N2}$ is turned on and the output is pulled down to $0$ V. This verifies the truth table of the PTI as shown in Table II.

In the dynamic STI as shown in Fig. 1(c) [12], when $\phi = 5$ V and $\phi = 0$ V, $M_{PE}$ and $M_{NE}$ are turned off and $M_{NP}$ is turned on. The output is preset to $1.65$ V. For $\phi = 0$ V and $\phi = 5$ V, $M_{PE}$ and $M_{NE}$ are turned on and $M_{NP}$ is turned off. The path to $1/3V_{DD}$ is turned off and thus the output depends on the input state. As the input is $0$ V, $M_{P4}$ is turned on and $M_{N4}$ is turned off. The output is pulled up to $3.3$ V.
As the input is 1.65 V, both $M_{P4}$ and $M_{N4}$ are turned off. Neither the path to 3.3 V nor the path to 0 V could conduct. The output remains at the preset voltage 1.65 V. As the input is 3.3 V, $M_{P4}$ is turned off and $M_{N4}$ is turned on. The output is pulled down to 0 V. This verifies the truth table of the STI as shown in Table II. The source of $M_{NP}$ is at $1/3V_{DD}$ level and its substrate is at the GND level, so that $V_{SS} = -1.65$ V. The high voltage level of the clocks should be higher than $V_{on}$ of $M_{NP}$. In this system, therefore, 5 V is chosen as the high voltage of the clocks.

From the above description, it is realized that the dc power dissipation of these ternary inverters is very small, just as that of the conventional CMOS inverters. Moreover, all the ternary inverters have a rail-to-rail voltage swing independent of the MOS dimensions.

The positive ternary gate (PTG) and the negative ternary gate (NTG) have the same structure as the binary dynamic CMOS logic [16]. For the NTG shown in Fig. 3(a), there are a clocked NMOS device used to preset the output to 0 V and a PMOS logic circuit for logic implementation. For the PTG shown in Fig. 3(b), there are a clocked PMOS device used to preset the output to 3.3 V and an NMOS logic circuit for logic implementation. The simple ternary gate (STG) shown in Fig. 3(c) [12] is a combination of the conventional static binary CMOS gate, the presetting NMOS $M_{NP}$, the evaluating PMOS $M_{PE}$, and the evaluating NMOS $M_{NE}$.

As a demonstrating example, the two-input positive ternary NAND (PTNAND), negative ternary NAND (NTNAND), simple ternary NAND (STNAND), positive ternary NOR (PTNOR), negative ternary NOR (NTNOR), and simple ternary NOR (STNOR) are shown in Fig. 4 [8]. Their logic symbols are shown in Fig. 5 whereas their truth tables are listed in Table III. The logic function verifications can be done similarly.

The PTG's, STG's, and NTG's are preset to 3.3, 1.65, and 0 V, respectively. Thus, direct connection of the same types of gates is not permitted because of the race problem. To avoid the race problem, the design rules should be set to form a
TABLE III
TRUTH TABLE OF THE TWO-INPUT TERNARY NAND AND NOR

<table>
<thead>
<tr>
<th>X</th>
<th>Y</th>
<th>STNAND</th>
<th>PTNAND</th>
<th>TNTAND</th>
<th>STNOR</th>
<th>PTNOR</th>
<th>TNTNOR</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Fig. 6. The ϕ-section circuit of the ternary NORA pipelined system.

race-free structure called the ternary NORA (TERN-NORA) system as shown in Fig. 6. In this system, both NTG's and PTG's can be connected after the STG's. When the STG's are preset to 1/3VDD, it cannot turn on either the PMOS logic gate in the NTG or the NMOS logic gate in the PTG. Thus, the internal race will not occur in this connection. Because the operating principles and the structures of the ternary dynamic logic NTG's (PTG's) are similar to those of the p-type (n-type) binary CMOS dynamic gates [17], the NTG's and the PTG's can be connected after each other. But the direct connection among PTG's is not permitted, and neither is the direct connection among NTG's. The mutual connection among STG's is permitted. In this case the two evaluating devices in the load STG can be omitted as shown in the upper part of Fig. 6.

C2MOS latch stages between PTG's and STG's and between NTG's and STG's must be added to guarantee a fully race-free operation in a pipelined system. Based upon the same considerations as in [18]–[20], the C2MOS latch stage connected after a PTG can be replaced by a N-C2MOS latch stage as shown in Fig. 6, because the clocked PMOS in the C2MOS latch is redundant. Similarly, the C2MOS latch connected after a NTG can be replaced by a P-C2MOS latch. If the dynamic ternary gates are connected according to the above rules, no glitch or race problem could occur.

Every ternary function can be implemented by the building block shown in Fig. 7. Every input Xi requires a decoder to convert the three-state input to the two-state literals [13]. Then the ternary function can be implemented by STNAND, STNOR, STAOI, STOAI [12], and STDL. The STDL will be described later in the next section. Both the map method and the Quine method [13], [15] can be applied to minimize ternary functions.

The truth table of the ternary literals is listed in Table IV. Not all these literals are required in implementing the ternary function, because there exist certain relationships among them:

\[
X_{01} = X^0 + X^1 \\
X_{12} = X^1 + X^2 \\
X_{02} = X^0 + X^2 \\
X_{01} \cdot X_{12} = X^1
\]

where "+" means "max" (OR) and "." means "min" (AND).

The ternary decoder used in Fig. 7 has a circuit structure as shown in Fig. 8. The decoder is composed of some unary operators, PTI's, NTI's, STNAND, PTNAND, P-C2MOS latch stages, and N-C2MOS latch stages and can convert the three-state input X to the two-state output literals. These literals are input to the STG's. The STG's perform the desired logic operations and send out the three-state outputs. It is important to choose the most suitable literals to implement the ternary logic circuits, so that the amount of logic gates used in the decoders and the stacked devices used in the STG's are minimum.

TABLE IV
TRUTH TABLE OF THE TERNARY LITERALS

<table>
<thead>
<tr>
<th>X</th>
<th>X^0</th>
<th>X^1</th>
<th>X^01</th>
<th>X^12</th>
<th>X^02</th>
<th>X</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

Fig. 7. Basic building block of the dynamic ternary logic circuit.
A ternary pipelined system thus can be built up by cascading the building blocks shown in Fig. 7. A string of PTG’s (NTG’s), latch stages, and STG’s is shown in Fig. 9, which forms the ternary pipelined system. The inputs of the ternary system should be applied to PTG’s and NTG’s. Define the first PTG’s (NTG’s) and the latch stages as the first $\phi$ section. Then the following STG’s, PTG’s (NTG’s), and latch stages are defined as the normal $\phi$ section ($\bar{\phi}$ section). Then, a normal $\phi$ section ($\bar{\phi}$ section) composed of a string of STG’s, PTG’s (NTG’s), and latch stages is cascaded after the normal $\bar{\phi}$ section ($\phi$ section), and so on. The clock used for $\bar{\phi}$ section is the complement of that used in the $\phi$ section.

When the $\phi$ section is in the preset phase, the outputs of all the PTG’s, STG’s, and NTG’s in the $\phi$ section are preset to 3.3, 1.65, and 0 V, respectively. At this time, the inputs to the $\phi$ section have been set up and kept unchanged in this phase. As the $\phi$ section is in the evaluation phase, the outputs of all the dynamic blocks are evaluated as a function of the $\phi$-section inputs. Among these output results, those which must be transferred to the next pipelined section are stored in the P-C$^3$MOS latch and N-C$^3$MOS latch stages [17].

The operating principle of the pipelined ternary system can be further explained by an example circuit which is formed by cascading two stages of cycling gates, as shown in Fig. 10. The truth table of a cycling gate is listed in Table V. A sequence of $\phi$, $\bar{\phi}$, and $\phi$ sections forms the pipelined two-stage cascaded cycling gate. Note that the two STG circuits, which consist of the devices $P_{10}, P_{11}, N_{7} - N_{10}$, $P_{21}, P_{22}$ and $N_{17} - N_{20}$, are slightly modified such that the least number of devices is required.

III. STDL AND DESIGN PROCEDURES

Conceptually an STG is a combination of a conventional static binary CMOS gate with presetting and evaluating devices. Based upon this concept, a new dynamic ternary differential logic circuit called the simple ternary differential logic (STDL) is proposed as shown in Fig. 11(a). The structure of STDL is similar to the binary enabled/disabled CMOS differential logic (ECDL) [21] and the latched CMOS differential logic (LCDL) [22]. The STDL has the same advantages as the binary differential logic, such as shorter circuit delay, less layout area, less power dissipation, and an increase of logic flexibility. Besides, two differential outputs also induce less current spike in the power supplies and less coupling noise because of the $1/3V_{DD}$ voltage excursion.

As may be seen from Fig. 11(a), there are three major components in the STDL. First, there is a sensing latch consisting of the transistors $P_2, P_3, N_2$, and the clocked transistors $P_1$ and $N_1$. It is the same as the sense amplifier (SA) used in a CMOS dynamic random access memory (DRAM) [23]. Second, there is an NMOS differential network ternary logic tree with an evaluating transistor $N_6$ to realize the ternary logic functions. Finally, there are two presetting transistors $N_4$ and $N_5$ for the two output nodes to be preset to $1/3V_{DD}$. When $\phi = 5$ V and $\bar{\phi} = 0$ V, the clocked transistors $P_1, N_1$, and $N_6$ are turned off, so that the SA is disabled, having no $2/3V_{DD}$ or GND connections. Meanwhile, both outputs $Q$ and $\bar{Q}$ are preset to $1/3V_{DD}$ by $N_4$ and $N_5$. As $\phi = 0$ V and $\bar{\phi} = 5$ V, the evaluation devices $P_1, N_1$, and $N_6$ are turned on, which enables the SA. Depending on the inputs of the ternary differential logic tree, a path may exist from one of the output nodes to GND, while the other node is pulled up to $2/3V_{DD}$. The other possible case is that there is no current path from both output nodes to GND. Thus both output nodes are held at $1/3V_{DD}$. There exists a dead band from 1.4 to 1.9 V, within which the SA is still disabled because the devices of the SA are not turned on. It is a good protection for the charge-sharing or the noise problems.

An improved STDL circuit is shown in Fig. 11(b) where the transmission gates instead of the presetting NMOS’s are used to preset the outputs nodes. This can reduce the clock feedthrough effect. The other improvement in the improved STDL is the use of multi-preset devices for internal precharging [24]. Because the internal nodes of NMOS differential network tree may not be able to preset to 1.65 V completely, the charge-sharing problem could occur in the evaluation phase among the directly cascading STDL’s or STG’s. The internal precharging can reduce the problem. Dimension optimization for the devices $P_1 - P_3$ and $N_1 - N_3$ shown in Fig. 11(a) is required to obtain the best performance [21], [22].
Fig. 10. Circuit configuration of a two-stage cascaded dynamic ternary cycling gate.

<table>
<thead>
<tr>
<th>TABLE V</th>
<th>TRUTH TABLE OF A TERNARY CYCLING GATE</th>
</tr>
</thead>
<tbody>
<tr>
<td>IN</td>
<td>OUT</td>
</tr>
<tr>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

In the realization of ternary functions, the state "1" means that the gates of the MOS transistors are connected to 1/3\(V_{DD}\). Thus, these devices are absolutely off. Such devices and those that are in series with them are redundant, because they are never turned on to form a conducting path to 2/3\(V_{DD}\) or GND. Thus, these devices can be neglected and only the states "2" and "0" are considered in the Karnaugh map.

For \(n\) input variables \(X_1, X_2, \ldots, X_n\) of an STDL tree, every input variable \(X_i\) can be decoded to the literal \(X_i^a\), where \(a \in \{0, 1, 2\}\). There are negation relationships among these literals:

\[
X_i^{01} = X_i^b \tag{5}
\]
\[
X_i^{02} = X_i^a \tag{6}
\]
\[
X_i^{12} = X_i^a \tag{7}
\]

where \(X_i^\overline{a}\) is called the negation of \(X_i^a\).

A cube is a set \(P\) of literals \(X_i^a\) such that \(X_i^a \in P\) implies \(X_i^b \notin P\), in which \(X_i^a \neq X_i^b\) and \(a, b \in \{0, 1, 2\}\). For example, consider a ternary function \(F = X_2^0 X_3^{01} X_1^2 + X_1^1 X_2^3\). There are two cubes \(X_2^0 X_3^{01} X_1^2\) and \(X_1^1 X_2^3\). The cube \(X_2^0 X_3^{01} X_1^2\) is a set of literals \(X_2^0, X_3^{01}\), and \(X_1^2\) whereas the cube \(X_1^1 X_2^3\) is a set of literals \(X_1^1\) and \(X_2^3\).

In a Karnaugh map of \(n\) variables, there are \(3^n\) cells, each of which represents a cube consisting of exactly \(n\) literals. Cells that contain the state "2" ("0") are called the 2-cells (0-cells) as shown in Fig. 12(a). A 2-loop (0-loop) is defined by encircling three adjacent 2-cells (0-cells). It represents a cube with one less literal than each of the cubes representing the original 2-cell (0-cell) as shown in Fig. 12(b). For example, the 2-loop is composed of three 2-cells, each of which represents the cubes \(A^2 B^0, A^2 B^1, A^2 B^2\). Two literals are required in each cube. The 2-loop is also a cube \(A^2\), which requires only one literal. Thus the 2-loop is a cube with one less literal than the cube representing each of the three 2-cells in the 2-loop. Adjacent 0-cell and 2-cell form a 02-cell and adjacent 0-loop and 2-loop form a 02-loop, as shown in Fig. 12(c).

The K-map design procedure for the STDL consists of seven steps [25]:

1. Identify three different types of cells in the K-map, namely, 0-, 2-, and 02-cells.
2. Find a minimal cover for the 02-cells.
3. Find a minimal cover for the remaining 0-cells and 2-cells.
4. Consider the required literals from the above chosen cells to implement the ternary functions. Go to (1) and reidentify the types of the cells, so that the required number of literals is minimum.
5. Construct the tree corresponding to the minimal cover of 02-cells chosen above. The variables \(X_i\)'s in each of the tree branches are arranged from top to bottom in ascending order with the magnitude of \(i\). Always construct tree branches corresponding to loops with a smaller size first. The top pair of control inputs is \(X_i^a\) associated with \(Q\) and \(X_i^b\) associated with \(\overline{Q}\), where \(X_i^a\) corresponds to "0" and \(X_i^b\) corresponds to "2." The sources of the transistors with their gates driven by \(X_i^a\) and \(X_i^b\) are connected together.
6. Construct the tree corresponding to the cover of 0-cells chosen above. Always look for the sharing of tree branches. The root of the 0-tree is connected to the node \(Q\).
7. Construct the tree corresponding to the cover of 2-cells chosen above. Always look for the sharing of tree branches. The root of the 2-tree is connected to the node Q.

This procedure may create different tree structures if $X_i$'s are permuted (e.g., $X_1$ and $X_2$ variables are interchanged). Also there may be several ways to choose a minimal cover and to share tree branches. Generally, the reduction of the number of devices by tree sharing does not necessarily cause an increase of stacked levels. In fact, the heuristic procedures tend to optimize both devices count and number of stacked levels.

An example is given to demonstrate the above ideas. The K-map shown in Fig. 13(a) has two types of encirclement, namely, 0- and 2-loops, and two types of cell, namely, 0-cell and 02-cell. The shared tree corresponding to the 02-cell is first constructed as shown in Fig. 13(b). Then more branches corresponding to the 2-cell, 2-loop, and 0-loop are added to form a complete STDL tree, as shown in Fig. 13(c).

IV. EXPERIMENTAL VERIFICATIONS

Experimental circuits were designed and fabricated to verify part of the functions of the proposed ternary logic circuits. The experimental circuits were fabricated in a 1.2-µm single-metal single-poly n-well CMOS process with special threshold implantation. The measured threshold voltages are $V_{TPO} = -1.5 \text{ V}$ and $V_{TN0} = 2.35 \text{ V}$. The test circuits of the STDL is a three-input STNAND gate as shown in Fig. 11(b). It is designed with a single NMOS as the presetting device but without the multi-preset devices. Fig. 14(a) shows the chip photomicrograph of the test circuits. The measured waveforms are shown in Fig. 14(b) where the upper (lower) waveform is the waveform at the output node Q (G). The three different voltage levels can be seen clearly. The operating frequency of the test chip without an on-chip output buffer can be as high as 30 MHz. If a suitable output buffer to drive the output pad is added, the operating frequency could reach the simulated maximum frequency.

The other test circuit is a three-input STNAND gate with the threshold voltage of the presetting NMOS devices being the natural threshold voltage $V_{TN} = 0.2 \text{ V}$. Since the sources of the presetting NMOS are connected to $1/3V_{PD}$ and the bulk connected to GND, the threshold voltage of the presetting NMOS devices with 1.65-V reverse source-to-substrate bias ($V_{SB} = -1.65 \text{ V}$) is increased to be about 0.5 V. The amplitude of the clocks used in such a case can be from 0 to 3.3 V. Since the sources of the presetting NMOS in the STG and STDL are connected to 1.65 V, a 3.3-V clock leads to 1.65-V gate-to-source voltage to turn on the presetting NMOS.
The 5-V power supply is only used for the n-substrate bias to increase the PMOS threshold voltage. This test circuit also works well at 30 MHz. Thus, the logic function is verified through the experimental chip.

V. APPLICATIONS

The proposed new ternary logic can be applied to the binary pipelined multiplier. Fig. 15 shows the block diagram of the pipelined multiplier with binary input and output, which is designed by using the dynamic ternary logic circuits in the internal part. The multiplier is composed of a partial-product generator, a binary-to-radix-2 redundant positive-digit number converter, a parallel radix-2 redundant positive-digit adder, a radix-2 redundant positive-digit-number-to-binary converter, and a carry lookahead adder [26].

A. Partial-Product Generator and Binary-to-Radix-2 Converter

In the radix-2 positive-digit number, any n-digit positive integer S is denoted as $S = (s_{n-1} \cdots s_1 s_0)$ and has the value

$$S = \sum_{i=0}^{n-1} s_i 2^i \quad (8)$$

where $s_i \in \{0, 1, 2\}$. 
The binary-to-radix-2 conversion is designed by the addition of the two partial product terms $p_{ij}$ and $p_{mn}$. The truth table is shown in Fig. 16(a). The logic functions are
\[ s = p_{ij} + p_{mn} \]  
\[ p_{ij} = a_i b_j \]  
\[ p_{mn} = a_m b_n \]

where $s \in \{0, 1, 2\}$ and $p_{ij}, p_{mn}, a_i, b_j, a_m, b_n \in \{0, 1\}$.

Fig. 17(a) shows the STG adder for the addition of the two partial products $p_{ij}$ and $p_{mn}$. Fig. 17(b) shows the STG adder for the direct implementation with the binary inputs $a_i, b_j, a_m$, and $b_n$ from both multiplicand and multiplier. Thus the partial products are directly generated and used to form the radix-2 redundant positive-digit number. For an $n \times n$-bit multiplier, the total partial-product operands are reduced to $n/2$ without using the modified Booth algorithm.

**B. Parallel Radix-2 Redundant Positive-Digit Adder**

The truth tables of the radix-2 redundant positive-digit adder are shown in Fig. 16(b)-(d). The parallel addition of the two $n$-bit radix-2 redundant positive-digit numbers...
\[ X = (x_{n-1} \cdots x_1 x_0) \text{ and } Y = (y_{n-1} \cdots y_1 y_0) \]

is described by the following three steps [26]:

1. generate the intermediate sum digit \( w_i \) and the two carry digits \( c_i^{(1)} \) and \( c_i^{(2)} \);
2. generate the intermediate sum digit \( v_i \) and the carry digit \( d_i \);
3. linearly add up \( v_i, d_{i-1}, \) and \( c_{i-1}^{(2)} \) to obtain the final sum \( s_i \),

where \( w_i, c_i^{(1)}, c_i^{(2)}, v_i, d_i \in \{0, 1\} \) and \( s_i \in \{0, 1, 2\} \).

Fig. 18(a) shows the structure of the parallel addition for the two operands, which are the radix-2 redundant positive-digit numbers. R2A1, R2A2, and R2A3 denote the cells that perform the operations in step 1, step 2, and step 3, respectively. The final sum \( s_i \) depends on the input digits \((x_i, y_i), (x_{i-1}, y_{i-1}),\) and \((x_{i-2}, y_{i-2})\). The parallel adder cell is designed as shown in Fig. 19. The cell R2A1 is designed to derive the intermediate sum digit \( w_i \) and the carry digits \( c_i^{(1)} \) and \( c_i^{(2)} \) and to form the first pipelined stage. The NAND gate structures of CMOS latch stages in the cell R2A1 are used for race-free operations and to form the pipelined system. In Fig. 19, the radix-2 redundant positive-digit numbers \( x_i \) and \( y_i \) are connected to the 2-b decoders in the cell R2A1 for the optimized design with the least interconnections and devices [27]–[29]. The cell R2A2 is designed to derive the intermediate sum digit \( d_i \) and the carry digit \( v_i \) and to form the second pipelined stage.

The Boolean functions in Fig. 19 are described as follows:

\[
A = x^3y + x^0y^2 + x^2y^0 + x^4y^2
\]
\[
D = x^4 + y^4 + x^2 + y^2
\]
\[
= x^02 + y^02
\]
\[
= x^1 + y^1
\]
\[
E = x^2 + y^2
\]
\[
E = x^1y^1
\]
\[
c_i^{(2)} = x^2y^2
\]
\[
c_i^{(1)} = x^1y^1 + x^2 + y^2
\]
\[
= D + E
\]
\[
= DE
\]
The final sum is implemented by the cell R2A3 using an STG. It combines with the cell R2A1 of the next adders to form the other pipelined stage. Thus, two pipelined stages are required in each adder of the structure in Fig. 18(a). Fig. 18(b) shows the other structure of the pipelined radix-2 redundant positive-digit adder. In this structure, the final sum is implemented by using the cell R2A4 whose inputs are the intermediate sum digits $w_i$ and $w_{i-1}$ and the carry digits $c_{i-1}^{(1)}, c_{i-1}^{(2)}$, and $c_{i}^{(1)}$. The cell R2A4 is implemented by the STDL as shown in Fig. 20. It combines with the cell R2A1 in the next adder to form a pipelined stage. Thus, only one pipelined stage is required for each adder.

C. Radix-2 Redundant Positive-Digit-Number-to-Binary Conversion

The parallel radix-2 redundant positive-digit adders reduce the $n/2$ partial-product operands to a single operand in the digit set $\{0, 1, 2\}$. Fig. 21 shows the implementation of the radix-2 redundant positive-digit-number-to-binary converter. The truth table is shown in Fig. 16(e). The NAND and NOR structures of C2MOS latch stages are used for race-free operations and to derive the carry propagate $p_i$ and the carry generate $g_i$ for the following carry lookahead adders.

D. Carry Lookahead Adders

The final product is obtained from the addition of the last two operands, which is implemented by the binary carry lookahead adders. Every 4-b carry lookahead adder is connected to a latch to form a pipelined stage.

VI. CONCLUSION

In this paper, new dynamic ternary logic circuits have been developed. The developed ternary inverters have no dc power dissipation. Moreover, a new ternary differential logic gate called the simple ternary differential logic (STDL) and
its design procedures have also been developed. A suitable algebra is selected for easy implementation. The new dynamic ternary logic circuits are shown to have better performance in speed, power dissipation, layout area, and clock complexity than other dynamic ternary logic circuits. In particular, the dynamic ternary logic can form a pipelined structure without the race problem. The performance of the proposed STDL has been partly verified through an experimental chip. A new structure of binary pipelined multiplier is designed by using the new dynamic ternary logic circuits. It is shown that the new structure has much less latency and total device count than the corresponding binary parallel pipelined multiplier. Moreover, the operating frequency has also been improved.
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