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Abstract—Mobile IP is the current standard for supporting HA[2]. Arecent proposal for route optimization (RO) in Mobile
macromobility of mobile hosts. However, in the case of micro- |P [3] allows an FA to forward packets to a new FA following
mobility support, there are several competing proposals. In this 5 Kanqoff, thereby reducing traffic disruptions due to handoffs.
paper, we present the design, implementation, and performance Still, the mobile device’s care-of address changes each time
evaluation of HAWAII, a domain-based approach for supporting ' ! ¢ i 9 R
mobility. HAWAII uses specialized path setup schemes which the user moves between neighboring base stations, resulting in
install host-based forwarding entries in specific routers to support  notifications to the HA and the correspondent hosts on every
intra-domain micromobility. These path setup schemes deliver handoff; this can be undesirable when there is high user mo-
excellent performance by reducing mobility related disruption to bility. Furthermore, in the case of a quality-of-service (QoS)
user applications. Also, mobile hosts retain their network address bled bile h ’ t o f add
while moving within the domain, simplifying quality-of-service enabled mobile .OS » acquiring a_ new care-or address on every
(QoS) support. Furthermore, reliability is achieved through handoff would trigger the establishment of new QoS reserva-

maintaining soft-state forwarding entries for the mobile hosts tions from the HA to the FA even though most of the path re-
and leveraging fault detection mechanisms built in existing mains unchanged.

intra-domain routing protocols. HAWAII defaults to using Mobile Thus, Mobile IP has some limitations when applied to

IP for macromobility, thus providing a comprehensive solution for . . . . -
mobility support in wide-area wireless networks. W|de_-area wireless networks with high mopll|ty users fchqt may
require QoS. Our approach for addressing these limitations
hinges on the assumption that most user mobility is local
to a domain, in particular, an administrative domain of the
|. INTRODUCTION network. Therefore, we extend Mobile IP through optimiza-
. . tions in routing and forwarding for more efficient support of
M OBILE IP is the current standard for supporting MacrQe -~ domain rgobility g PP
mobility in IP networks [1]. Mobile IP defines two en- In this paper, we present the design, implementation, and

1{'“6‘? to prov;dlfAmE)rt;:ht)'/_bsAup potrt:t.ao”me ag_en(l;jlpt\) ?Qd a performance evaluation of our Handoff-Aware Wireless Access
oreign agent(FA). The IS statically assighed 10 the Mo e et |nfrastructure (HAWAII). In HAWAII, mobile hosts

bile host based on the permanent home IP address of the mo in their network address while moving within a domain.

host. The FA is assigned to the mobile host based on its CHie HA and any corresponding hosts are unaware of the host's

rent location. The FA has associated with it an IP address Calt%‘ability within this domain. Routes to the mobile host are
the care-of addressPackets destined for a mobile host are in- .

established bypecialized path setup schemes that update the
tercepted by the HA and tunneled to the FA at the care-of rwarding tables with host-based entries in selected routers

d_ress. The FA then_decapsulates the pe_lckets and_forwards ﬂﬂ?%at domain. Whereas it is reasonable to add host-based
directly to the mobile host. Thus, Mobile IP provides a gOopoute entries in wireless access networks, it is unscalable to

framework for allowing users to roam outside their home neé'dd such routes in backbone networks; for mobility across
works. backbone networks, or inter-domain mobility, HAWAII defaults

Howgver,_the Mop_lle !P paradigm needs to be (_enhancedtbousing traditional Mobile IP schemes. This combination of
cope with micromobility, i.e., movement across multiple SUbr]elt—I'AWAII for micromobility within a domain and Mobile IP for
works within a single network or domain. As specified, Mobil

P Itin di tion t traffic durina handoff- it al ?nacromobility across domains provides for scalable and robust
can result in disruption to user traffic during handoff; i as?nobility across all levels.

has high control overhead due to frequent notifications to theLater in this paper, we will demonstrate that the HAWAII ap-

proach results in quantitative gains (such as less disruption to

. . . , user traffic during handoff and fewer updates to the home agent)
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and contrast the related work in the context of these godhsat then introducescalability concerns; it also impacit®0S

in Section Ill. We then present an overview of our solutiorsupport, requiring the establishment of new QoS mappings
HAWAII, in Section IV. In Section V, we introduce severalend-to-end even though mobility is typically localized.

path setup schemes for supporting mobility within a domain. Another common approach for reducidigruptionis through

In Sections VI and VII, we compare the performance of thesbe use of multicasting [6]. However, join latency and group
path setup schemes with the Mobile IP and the Mobile IP R@anagement issues in multicasting-based solutions could result
schemes through measurements obtained from simulation amdoss of efficiencydue to wasted bandwidth. These consid-
implementation. In Section VIII, we describe how our desigarations also impactcalability in the backbone routers where
simplifies providing QoS in the wired portion of the networkevery mobile host's multicast address needs to be managed. One
In Section IX, we illustrate the impact of our design on reliaapproach that addresses thealability issue of multicasting,
bility. Before concluding in Section Xl, we briefly discuss thavhile supporting host mobility, is through the use of distributed
interactions between HAWAII and Mobile IP in Section X.  core multicast (DCM) [7]. DCM uses a set of distributed core
routers (DCR) placed strategically at the edge of the backbone.
These DCRs send user multicast data through, for example,
point-to-point tunnels to other DCRs, thus avoiding the need

We have five design goals in HAWAIL. for multicast state in the backbone routers. DCM can be used

« Limit disruption to user traffic to provide host mobility as follows: when a mobile host enters a

« Enable efficient use of access network resourtess in- domain, itis assigned a multicast address as a care-of address for
cludes avoiding inefficient routing and tunneling wherge domian. The mobile host maintains this multicast address as
possible. long as it is in the domain, similar to HAWAII, where the uni-

» Enhance scalabilitpy reducing updates to the home agerttast address remains unchanged in the domain. Inside the do-
(enabling it to support a large number of mobile users) afgain, per-group multicast state is kept, similar to per-host state
avoiding addition of state in backbone routers. in HAWAII. A correspondent host would send packets to the

« Provide intrinsic support for Qo® the mobility manage- multicast address of the mobile host. A DCR in the correspon-
ment solution. This includes allowing per-flow QoS andlent host’'s domain would then tunnel the packet to the DCR that
limiting the number of reservations that must be re-estais-serving the mobile host. Multicast routing entries within the
lished when hosts move. domain would ensure the delivery of packets to the mobile host.

« Simplify reliability. We require HAWAII to be no less fault In order to avoidisruption DCM uses advance multicast joins.
tolerant than existing Mobile IP proposals, and we exdowever, this approach does not have the flexibility of choosing
plore additional mechanisms to improve the robustnessapath setup scheme adapted for a specific wireless link from the
mobility support. multiple path setup schemes as in HAWAIL.

While there has been a large body of prior work in this area, A common technique to enhansealabilityis to introduce a
previous solutions only address a subset of the above godlgrarchy. In traditional Mobile IP-based architectures, there is
often at the expense of negatively impacting others. We beligve notion of a domain and the mobile node is directly attached
that HAWAII is the first comprehensive solution that jointly ad€ither to the home domain root router (called the home agent)
dresses these goals. or the foreign domain root router (called the foreign agent).

We next survey the related work in this area, identifying thehus, every handoff causes a change of the globally routable
goals addressed by each particular solution. For conveniend:address for the mobile, resulting gtalability, efficiency
we refer to our design goals disruption efficiency scalability, and QoSsupport difficulties. To address trsealability issue,
QoS andreliability, respectively. Note that we are trying to limitone proposal is to build a hierarchy of foreign agents [2]. This
disruptionwhile enhancing the measure of the other goals. approach is effective in managing mobility locally using mul-
tiple foreign agents; this limitgisruptionof traffic during hand-
offs, and enhancescalability by limiting updates to the home
agent. However, this scheme needs to addrelgsbility con-

The vast majority of prior work has focused on limiting thesiderations to recover from the failure of these additional FAs,
disruptionto user traffic during handoff. One common approacpossibly through new fault recovery mechanisms. Further, since
for reducingdisruption proposed originally for ATM-based data packets traverse multiple tunnels, providwSsupport
networks, is extending connections from the previous baared maintaining data transfefficiencyare difficult as well.
station [4], [5]. The extension approach also forms the basis ofThe recent Cellular IP proposal [8] is similar in spirit to
the Mobile IP RO proposal [3]. However, in the case of mobilifHAWAII; it uses specialized domain routers with host-based
solutions proposed for connection-oriented ATM networksntries for local mobility and the use of Mobile IP for inter-do-
[5], the goals ofscalability and QoS can be easily achieved main mobility. Thus, updates can be localized, enhancing the
since each connection is identified by a pair of triplets at easbalability of update mechanisms and limitindisruption
switch [port/Virtual Path Identifier(VPI)/Virtual ConnectionUnlike HAWAII, however, the routers in this proposal auto-
Identifier (VCI)]; these triplets can be remapped locally duringnatically detect that a mobile user has been handed off by
handoffs. In the case of connectionless IP networks, a charsg®oping actual data packets. In addition, Cellular IP relies on
in the mobile host’s IP care-of address during handoff (as in thiee gateway to act as an FA that decapsulates the packets before
Mobile IP RO proposal) requires updates to the home agedglivering them to the user. The presence of the Gateway FA

Il. DESIGN GOALS

I1l. RELATED WORK
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is assigned a co-located care-of addrassing DHCP. Packets

are tunneled to the care-of address by a home agent in its home
. g domain. If the foreign domain is also based on HAWAII, then for
e Foreign subsequent movements within the foreign domain, the mobile

Domain Rogy Domain Root host retains its care-of address unchanged, and connectivity is

Router

Host.based entrics maintained using dynamically established paths of HAWAII.
goblished inrouers o Hos based entries The protocol contains three types of messages for path setup:
schemes for routers by pathsewp - nowerup, update, and refresh.
destination N schemes for outer ' ) )
Paddress destination addr. of A mobile host that first powers up and attaches to a domain
Gﬁ?m ) encapsulated packets .
) sends gath setup powerup messagddis has the effect of es-
Regular IF packets Encapsulated IPpackets  tablishing host-specific routes for that mobile host in the do-
Mol user () .. (HA SN oS BT B oo Ao M s Mopeser main root router and any intermediate routers on the path to-
Movement in home domain Movement in foreign domain ward the mobile host. Thus, the connectivity from that domain
(HA is not involved) (HA is not nofified) . . .
root router to the mobile hosts connected through it forms a vir-
Fig. 1. Hierarchy using domains. tual tree overlay. Note that other routers in the domain have no

specific knowledge of this mobile host's IP address.

cannot distinguish easily between the packets sent to diﬁer%’iﬁues for managing user mobility. HAWAII useeth setup
goblle hOFS';S’ IbUt are tu_nnel_ed to ”‘I? ;_{:\_me Gateway FA. TLrPﬁdate messages establish and update host-based routing en-
fi[\eway ' &1S0 fpor;cennafy Impacts IfaCI Ilfyl P and HAWAItrieS for the mobile hosts in selected routers in the domain so
comparison of the performance of Cellular IPan that packets arriving at the domain root router can reach the

can be found in [9]. The authors find that the performanqﬁob“e host with limiteddisruption The choice of when, how,

of HAWAIH gnd bCeIquI}ar IPh are S|m|ll(ar forl netvyorks with and which routers are updated constitutes a particular path setup
tree topologies but when the network topology Is not a treg.po e | section V, we describe four such path setup schemes.

different crossover routers are chosen during handoff in t ®We characterize the HAWAII path state maintained in the

TW%aﬁplr oalclres, I_’eSL:“(;ng |n|_srknall cri]n‘ferences In ;(Jjerforhman%uters as “soft-state.” This increases the robustness of the pro-
n Cellular 1P, optimal downlink paths are ensured at the Cogl | 1, ryter and link failures. The mobile host infrequently

of propagating update messages higher up in the hierar ds periodigath refresh messages the base station to

(leading to potential bottlenecks), while, in HAWAI, rout'ngwhich it is attached to maintain the host-based entries, failing

updates are kepF close o the access points resglting in IOC&,‘” ch they will be removed by the base station. The base station
updgte processing, .bUt at th_e cost of posably NONOPUMGly the intermediate routers, in turn, send peri@gjgregate
routing. Overall, their conclusion is that the choice of a MBop-by-hopefresh messages toward the domain root router. As

derati h hether to do imolicit i rQ\tle shall see in the following two sections, path setup messages
consigerations such as whether 1o do implicit or eXpliCh,¢ sont 1o only selected routers in the domain, resulting in very
signaling, etc., than the small differences in terms of handcri

le overhead associated with maintaining soft-state.
performance. . , We conclude this section with a few observations about
We next present an overview of the HAWAII protocol, hlghHAWAII in the context of the design goals stated earlier.
ng Disruption: Specialized path setup schemes, described in
Section V, ensure that data disruption during handoff is limited.
The disruption caused by various schemes for audio and video
IV.' PROTOCOL OVERVIEW traffic is quantified in Section VI.

A common approach for providing transparent m0b|||ty to Efficiency: When the mobile host is in its home domain, data
correspondent hosts is to divide the network into hierarchidgansfer efficiency is maintained since the home agent is not in-
HAWAII uses a similar Strategy, Segregating the network im_yplved; thus, IP packets are delivered to the mobile host without
a hierarchy of domains, loosely modeled on the autonomo&gy tunneling. The impact of tunneling on Web and FTP traffic
system hierarchy used in the Internet. The network architectigediscussed in Section VI.
is illustrated in Fig. 1. The gateway into each domain is called Scalability: The home agents and correspondent hosts are
thedomain root router Each host is assumed to have an IP adthaware of intra-domain mobility. This enhances the scalability
dress and a home domain. While moving in its home domain, tRehome agents in supporting a large number of mobile users.
mobile host retains its IP address. Packets destined to the mobile
host reach the domain root router based on the subnet addressf this paper, we assume the co-located care-of model of Mobile IP even
the Fiomain and ar'e then forwarded over special dypamically _éulgPhaiA\AV/\éol\ll.l can work with the network-based foreign agent model of Mo
tablished paths using host-based routes in routers in the domauih the case of mobile-to-mobile communication, packets arriving at a router

to the mobile host. The establishment of these paths in a singl& has no specific host-based entry are routed using a default route toward
domain are discussed in detail in Section V. the domain root router. Any intermediate router that then has the route to the
. . . . . destination host will forward the packet downstream toward that host. In the

When the mobile host first enters into a foreign domain, Worst case, that intermediate router could be the domain root router that then

revert to traditional Mobile IP mechanisms and the mobile hostwards the packet to the mobile host.

lighting how the various design choices help toward achievi
these goals.
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One potential concern is the number of mobile hosts that can

be attached to, and supported by, a single domain as the do- (0): Default->Intf A

main root router can become a processing bottleneck. In Sec- ®:1.L11->Intf B

tion VII, we present a numerical example showing how a single

domain in HAWAII can include over 100 base stations in a typ-

ical wide-area wireless network. In order to enhance the scal- (O Defavlt->Inif A
. . . ; (2¥11.LI>Intf C

ability further, multiple domain root routers can be used in a

single domain (with mobile hosts sending updates toward dif-

ferent root routers) in a manner similar to using multiple DCRs

in DCM [7]. ) . ) (0): Default->Intf A
QoS: The design choices of using co-located care-of ad- ()LL1L1>ItB

dr_es_ses and m_amtz_;tmm_g the mobile host address unchar_lged Current BS

within a domain simplifies per-flow QoS support, and is N

1

A
B C | Router 0

Router 2

(0):Default->Intf A

3 Neighboring BS
discussed in further detail in Section VIII. One drawback of (0): Default->Intf A
using the co-located care-of address option is the need for two Mobile user ()

IP addresses for each mobile host that is away from its home IP:1.1.1.1

domain. One possible optimization is to adapt the “dialup”

model used by ISPs to wireless networks and assign the honte? Path setup message after powerup.

address via DHCP.

Reliability: As we shall see in Section IX, HAWAII does notmobile host setting the outgoing interface to the interface on
define a new protocol for failure detection. In fact, HAWAIIwhich it receives the message (the wireless interface in this
relies on standard intra-domain routing protocols such as Rtgse). It then forwards the path setup message to the next hop
or OSPF to detect router and link failures. When a failure router, Router 1, along its default route to the domain root router.
detected, HAWAII simply triggers soft-state refresh messagBouter 1 performs similar processing and forwards the message
to restore connectivity, thereby achieving reliability amidst linko Router 0 (domain root router in this example). Router 0 adds
and router failures. The robustness of HAWAII is also increasédh entry for the mobile host, and since it is the intended desti-
because single points of failure such as home agents are elingition for the update message, sends an acknowledgment back

nated while a host is in its home domain. to the mobile host (shown as message 4 in Fig. 2). At this time,
The reader is referred to [10] for a more detailed descriptigrackets destined for the mobile host arrive at the domain root
of the protocol. router based on the subnet portion of the mobile host's IP ad-
dress. The packets are routed within the domain to the mobile

V. HAWAII P ATH SETUP SCHEMES host, using the host-based forwarding entries just set up.

Note that other routers in the domain have no knowledge of

We first describe the path setup messages that are initiaigel mobile host's IP address. If these routers receive packets for
after powerup, assuming an address has been obtained bytffgemobile host, say, from another mobile host, they forward
mobile host. We then describe the operations of four path sef packets on their default route to the domain root router. The
schemes used to re-establish path state when the mobile R@shain root router will forward the packets to the mobile host.
moves from one base station to another. The HAWAII handoff |f the mobile host is in its home domain, the powerup pro-
procedures are only activated when the mobile host’s next hggdure is complete. If the mobile host is in a foreign domain,
IP node is changed during the handoff. Thus, for discussigpiill register its IP address with its home agent. Once this is
we assume base stations have IP routing fUnCtionaIity in the &'rnp'ete7 the aggregate refresh messages from the base station
mainder of the paper. We use a tree-based topology in our exgi§ntain the mobile host IP address.
ples for clarity. Note that our schemes will work in any general For the remaining subsections, let us define the crossover
topology. In particular, Section IX illustrates how recovery igouter as the router closest to the mobile host that is at the in-

accomplished in non-tree-based topologies. tersection of two paths, one between the domain root router and
the old base station, and the second between the old base station
A. Path Setup Message After Powerup and the new base stati®rA router is able to identify itself as

Fig. 2 illustrates the sequence of path update messages duﬁ?ossover router during a given handoff as follows. If the in-
powerup. The forwarding table entries are shown adjacent to f§gaces corresponding to the host route for the mobile host be-
routers. These entries are prepended with a message nunieis-and after handoff are different from the interface for the de-
indicating what message was responsible for establishing fgult route (in other words, the interface. continues to be “down-
entry (a message number of zero indicates a pre-existing ent%ﬁ.eam" after handoff), then the router is a crossover router for
The letters denote the different interfaces. The mobile host sekd§ mobile host.

an update message to its current base station to set up path stag?e four path setup schemes considered in this paper can be

The mobile host sets the destination field of the message to f@ssified into two typedprwardingandnonforwarding based
domain root router. on the way packets are delivered to the mobile host during a

When t_he current- ba_se Staltion receives the_ path setup MeSrpe schemes considered in this paper can be modified to work with other
sage, as illustrated in Fig. 2, it adds a forwarding entry for thifinitions of the crossover router as well.
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0 1.1.1.1->B
(3): 1.1.1.1->C

0): *1.1.1.1->B
(3):A,ClL111->B

BLLLI>C
6y: *,1,1.1.1->c/

Router 1

B Router 1 ] Router 2
0): Default->A -
©0): 1.1.1.1->C E 4;. 1? ?ul_:B ©): *1.1.1.1->C (0): * Default->A
(2): 1L1LL1->A T (4): A,B,1.1.1.1->C 2): *,1.1.1.1->B
2 ClLl111>A §
()] ll(l)llcl 11338 (0): Default->A Ola BS New BS
SLLLA-> . N : Detault->. 0): *,1.1.1.1->B 0): *,Default->A
(1) L1LL1->A B B~ (5):1.111->B Esi: CTLL1A %& *LLL1SB

Mobile user () Mobile user ()
IP:1.1.1.1 IP:1.1.1.1
(@) (b)
Fig. 3. Forwarding schemes. (a) MSF. (b) SSF.

handoff. In the forwarding schemes, packets are forwarded fromThe MSF scheme is illustrated in Fig. 3(a). The forwarding
the old base station to the new, whereas in the nonforwarditadple entries are shown adjacent to the routers. The path setup
schemes, they are diverted at the crossover router. Thus, foessage is first sent by the mobile host to the old base station.
warding schemes are independent of the wireless link and réfgssage 1 contains the new base station’s address. The old base
on the wired network to buffer packets and forward them to ttstation performs a routing table lookup for the new base station
new base station for seamless delivery, and the nonforwardengd determines the interface, interface A, and next hop router,
schemes take advantage of properties of certain wireless liksuter 1. The base station then adds a forwarding entry for the
where both old and new base stations can maintain connectivitpbile host’'s IP address with the outgoing interface set to in-
to the mobile host for seamless delivery during handoff. Werface A. It then forwards Message 2 to Router 1. Router 1
first describe two forwarding schemes followed by two nonfoperforms similar actions and forwards the message to Router 0.

warding path setup schemes. Router 0, the crossover router in this case, adds forwarding en-
tries that result in new packets being diverted to the mobile host
B. Forwarding Schemes: MSF and SSF at the new base station. It then forwards the message toward

the new base station. Eventually, Message 5 reaches the new

In these path setup schempagckets are first forwarded from base station which changes its forwarding entry and sends an
the old base station to the new base station before they are dtknowledgment of the path setup message to the mobile host,
verted at the crossover router shown as Message 6.

The idea of forwarding packets during handoff is not new Note that this order of updating the routers can lead to the
[2]-[5]. In the case of ATM networks [4], [5], each switch hasreation of multiple streams of misordered packets arriving at
a unique mapping of (input interface, VPI, VCI) to (output inthe mobile host. For example, during transient periods, newer
terface, VPI, VCI) for each connection. Thus forwarding can lqgackets forwarded by Router O may arrive at the mobile host
accomplished by creating a new set of such mappings from thefore older packets forwarded by Router 1, which might in
old to the new base station. In IP networks, since there is hon arrive before even older packets forwarded by the old base
such per-connection mapping that includes the incoming asttion. The creation of multiple streams during handoff could
outgoing interface, forwarding has so far been accomplished &gversely impact both audio and TCP applications. Also, this
either proxy ARP mechanisms if the user stays within the sarseheme can result in creation of transient routing loops (for ex-
broadcast network [2] or through tunneling [3]. Since we wouldmple, after old base station has changed its entry to forward
like to maintain the user’s IP address unchanged for e@0& packets but before Router 1 processes Message 2). However,
support between handoffs across wide-area base stationsnudé that the misordered streams and routing loops exist for ex-
connected to the same broadcast network and also avoid ttremely short periods of time. The duration of these anomalies
neling as far as possible to maintain data transficiency is a function of the protocol timers, and can be tightly controlled
we adopt a new approach in HAWAII to implement data forby having fairly small timeout values before forwarding entries
warding. We propose two variants of forwarding schemes are deleted. The main benefit of this scheme is that it is simple
HAWAII, one that works with standard IP routing tables to upand results in no loss.
date the host-based entries and another scheme in which we eXs an alternative, the SSF scheme updates the forwarding en-
tend the IP routing table to accommodate interface-based infaies in a method that is similar to the Mobile IP RO scheme in
mation, thereby adapting the ATM per-connection entries to théich packets are forwarded from the old base station to the new
IP per-host entries. These schemes, multiple stream forwardbase station in a single stream. In order to achieve this without
(MSF) and single stream forwarding (SSF), are described beldte use of tunneling, we use a technique we teterface-based
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Oy L.1.1.1->B
(3) LL11>C

(0): 1.1.1.1->B
3): 1.1.1.1->B,C

6): 1.1.1.1->C
YW/

A
Router 1 ) Router2  Router1 | _ i Router 2
O LLL1>C O Default>A 0y 111 1:5C A (©): Defavlt->A
@): L1LL1>A @:LLLI>B gy 11114 5 @ 1111->B
Old BS Old BS
() 1.1L1->B (0): Default->A (0): LLLI->B (0): Default->A
) LLL1>A B (Iy L1.L1>B (5) LLII>A B (I3 LLL1->B

Mobile user () Mobile user ()
1P:1.1.11 P:1.1.11
() (b)
Fig. 4. Nonforwarding schemes. (a) UNF. (b) MNF.

forwarding This requires more descriptive routing table entriesvhere the mobile host is able to listen/transmit to only one base
A routing table typically has an entry of the form (IP address station as in the case of a time-division multiple access (TDMA)
outgoing interface). In this scheme, the router must be ablertetwork.

route based on an additional field, the incoming interface of the Again, nonforwarding schemes have been studied in the con-
packet. The resulting routing entry is of the form (incoming intext of ATM networks [5] and in the multicasting-based ap-
terface(s), IP address outgoing interface). In Fig. 3(b), Mes- proaches [6]. HAWAII differs from these approaches in that our
sages 1-5 establish these entries resulting in packets arriviahemes perform the redirection based on host-based entries
at the old base station and being forwarded to the new basa¢her than relying on general purpose multicast routing proto-
station as a single stream. The old base station subsequeotlls. Therefore, our handoff latencies are less than the join la-
sends Message 6 to Router O for diverting the stream at tieecies of multicast-based approaches. Furthermore, the MNF
crossover router. After processing Message 6, Router 0 sendselmeme, where we do use multicasting, is a custom-designed
acknowledgment of the path setup message to the mobile htdtial-casting” scheme, in which the crossover router multicasts
shown as Message 7, and diverts new data packets directlyléta packets to at most two of its interfaces during handoff.

the new base station. This redirection is similar to what would The UNF scheme is illustrated in Fig. 4(a). In this case, when
happen in the Mobile IP RO scheme, except that the redirghe new base station receives the path setup message, it adds
tion in this case happens quickly (after Message 6) without theforwarding entry for the mobile host's IP address with the
corresponding host or the HA being aware of the handoff. Whititgoing interface set to the interface on which it received this
this scheme is also lossless and maintains a single stream of faessage. It then performs a routing table lookup for the old base
warded packets until the diversion is performed at the crossoggsition and determines the next hop router, Router 2. The new
router (until Message 6), itis somewhat complex to implemenase station then forwards Message 2 to Router 2. This router
In Section VI, we show that the added complexity of intelperforms similar actions and forwards Message 3 to Router 0. At
face-based forwarding in SSF improves performance over tReuter 0, the crossover router in this case, forwarding entries are
simpler MSF approach, but the improvement is not significaatided such that new packets are diverted directly to the mobile
enough for typical handoffs, which involve routers that are onlyost at the new base station. Eventually, Message 5 reaches the

one or two hops away. old base station which then changes its forwarding entry and
sends an acknowledgment, Message 6, back to the mobile host.
C. Nonforwarding Schemes: UNF and MNF The MNF scheme is very similar to the UNF scheme. The

maip difference is that the crossover router, Router 0, multicasts
In these path setup schemes, as the path setup message trav S

from the new base station to the old base statitata packets a?a packets for as_hortduranon. In Fig. 4(b), Router 0 dualcasts
. . data packets from interface A to both the new and old base sta-
are diverted at the crossover router to the new base station, re- : . - :
R . .’ tions after it receives Message 3 and until it receives Message 6.
sulting in no forwarding of packets from the old base station

. . This helps limit packet loss in networks in which the mobile host
There are two variants of the nonforwarding scheme, moti- . . .

. : can only listen to a single base station.
vated by two types of wireless networks. The unicast nonfof-
warding (UNF) scheme is optimized for networks where the mo-
bile host is able to listen/transmit to two or more base stations
simultaneously for a short duration, as in the case of a WaveLAN
or code division multiple access (CDMA) network. The multi- In this section, we use simulation to compare the disruption

cast nonforwarding (MNF) scheme is optimized for networkgerformance of the four HAWAII and two Mobile IP schemes.

VI. DISRUPTION
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Home 5 ,_(f°‘:;:f’°“d°m we have a shared wired/wireless access network. We introduce
Agent A Ty bursty Web traffic from node§l 1, 14} to other users under base

stations{5, 6, 8, ¢. We also introduce greedy FTP traffic from
nodes{12, 15 to {11, 14 and{10, 13 to {11, 14.

To compare the disruption caused during a handoff by the
various schemes quantitatively, consider the operation of an
interactive audio application. The application typically uses a
playout delay to overcome network jitter. The packet playout
—— 155 Mb/s time at the receiver is set to packet-send-timplayout delay.

45 Mb/s If the packet arrives after its playout time, the packet is dropped.
$ = 10 Mbis Note that thispacket dropis different from packet lossthat
- “‘L POt Link latency: Sms might occur in the network during a handoff. We are interested
Mobile user 0Mbs o ser in the total packet lossvhich includes both packets dropped
due to late arrival as well as packets lost in the network.
Fig. 5. Simulation topology. In Fig. 6, we plot the total of dropped and lost packets per
handoff (averaged over 100 or more handoffs) versus playout

These were simulated using the HARVARD simulator [11]. Thdelay for all six handoff schemes. In this simulation, the value
transfer of a packet in the simulated network is achieved throughlink delay to correspondent hodty) is 5 ms and link delay
execution of real TCP/UDP/IP code in the kernel, resulting #9 the home agentlfz4) is 50 ms. Therefore, the propagation
high-fidelity simulation results. delay from correspondent host to mobile host is 125 ms for the
While one would expect the HAWAII schemes which operat@asic Mobile IP scheme and 25 ms for the other schemes.
locally to outperform the basic Mobile IP scheme, the perfor- Fig. 6(a) plots the disruption caused to an audio application
mance differences between the HAWAII schemes and the M@uring handoff when the crossover router is two hops away from
bile IP RO scheme is less clear. Recall that in the Mobile IP Rbe base station (the disruption for one hop handoffs, not shown,
scheme packets are forwarded from the old base station to h&imilar in shape but with lower loss values). As the playout
new base station just like the forwarding path setup schenfi&jay is increased along the axis, late-arriving packets get
in HAWAII; the only difference lies in the fact that in Mobile buffered at the mobile host instead of getting dropped, resulting
IP RO, the HA and the correspondent host need to be ndfi-a smaller number of dropped packets. However, the number
fied before packets go directly to the new base station, whié packets lost in the network during handoff is unaffected by
in HAWAII, local updates result in packets being quickly redithe playout delay.
rected to the new base station. To our knowledge, this is the firstn the case of basic Mobile IP scheme, about five packets per
quantitative comparison of truly local update handoff schemBandoff are lost in the network. This is because, in our configu-
(such as HAWAII schemes) with semilocal (Mobile IP RO) an&ation, the registration update from the mobile host takes about
nonlocal schemes (Mobile IP) for supporting IP mobility. 100 ms (link delay of 50 ms and queueing delay of 50 ms) to
The simulation topology is shown in Fig. 5. reach the HA. In this interval, about five packets are sent to the
Since we are mainly interested in wide-area wireless n@ld base station and are Idst.
works where cell coverage usually overlaps, we assume that th&éet us now compare the remaining five handoff schemes.
mobile host is able to gracefully handoff from one base statiérPnsider a playout delay value of 100 ms in Fig. 6(a). In this
to another. We begin by presenting the results for UDP-base&Se, the Mobile IP RO scheme results in a total loss of about
audio and video applications during intra-domain handoffs. Waree packets per handoff, while the HAWAII schemes result
then go on to describe our results for TCP traffic of mixed durd? the total loss of less than one packet per handoff. This is be-
tion flows, including a mix of FTP- and Web-based traffic undefause the HAWAII schemes switch over very quickly to the new

Cross traffic sources
Cross traffic sources

identical handoff conditions. route, while in the Mobile IP RO scheme, the HA and then the
correspondent host must be notified before packets use the new
A. UDP—Audio and Video route. Among the HAWAII schemes, UNF and MNF perform

In th ¢ audi . h q hthe best for the case of mobile hosts with capabilities to re-
n the case of audio experiments, the correspondent hgf e from multiple and single base stations, respectively. The

transmits 1_60—byte UDP packets every 20 ms (64_1-kb/s audj warding schemes, SSF and MSF, have slightly lower per-
to the mobile host. On every handoff of the mobile host, Wy, ance than the nonforwarding schemes. Between SSF and
collect statistics on the incoming UDP packets in the downlingge ggp slightly outperforms MSF; the difference is due to

direction? H;e creation of multiple flows in the MSF scheme that results in

We consider a scenario in which there are several cross-tra Ger packets getting delayed beyond their playout time
sessions in the network topology, competing with the aforemen-FOr higher values of playout delay, the forwarding schemes

tioned UDP session. This would be the case, for example, Wr@u”cperform the MNF scheme. The forwarding schemes resultin

no packet loss in the network, whereas the MNF scheme results
4For nonoverlapping cells, both HAWAII and Mobile IP schemes would need
to be augmented with buffering capabilities to avoid user level disruption.
5In the uplink direction, the data path from the mobile host to the correspon-8if we assume that the MH can listen to both base stations until the HA is
dent host is identical in all the schemes, resulting in similar performance. informed, then there could be no loss.
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Fig. 6. Packet loss during two-hop handoff. (a) Audio. (b) Video.

in packet loss in the network (and duplicates) of about 0.25Summarizing the UDP results, the localized HAWAII
packets per handoff.Note that for higher values of playoutschemes result in less disruption to audio/video traffic com-
delay, the RO scheme may match the total loss values of fered to the Mobile IP schemes. In particular, HAWAII has
HAWAII schemes. For example, in Fig. 6(a), with 150 ms ofewer dropped packets (or lower values for the average playout
playout delay, the Mobile IP RO scheme results in compdelays) compared to the semilocal Mobile IP RO scheme.
rable total loss as the HAWAII UNF scheme with 100 ms oAmong the HAWAII schemes, UNF performs best for mobile
playout delay. In the case of a stored audio application, whérests that can listen to two base stations simultaneously, while
maintaining a small playout delay is not critical, the Mobile IIMNF performs best for mobile hosts that can listen to only one
RO scheme will deliver similar performance as the HAWAIbase station at any given time. SSF and MSF are lossless and
schemes. However, in an interactive audio application whickeliver good performance, but require slightly larger values of
requires small playout delays, mobile hosts using the Mobitdayout delay.
IP RO will need a larger playout delay than that needed in
HAWAII. This aﬁ‘ect_s the qua_llity of the _inte_ractive applica_ltiqn.B_ TCP—Web and File Transfers

The results for video traffic, shown in Fig. 6(b), are similar
to the results for audio except for slightly lower total losses due We first consider the effect of the mobility schemes on Web
that fact that (4-kB) UDP packets are sent every 33 ms rati@owsing. A typical Web page contains several components,
than the 20-ms interval for audio packets. We also examined #wch of which, when using a protocol such as HTTP 1.0, requires
effect of 7314, the link delay to the HA, on performance. Thea separate TCP connection to be established. Because each TCP
HAWAII schemes are unaffected because they operate locattpnnection is short-lived, disruptions due to handoff occur very
For Mobile IP (Mobile IP RO) schemes, as shown in Fig. #nfrequently, and are therefore not a great concern. However, the
when T decreases, the performance approaches that of theneling of TCP packets may have a side effect of increasing
HAWAII nonforwarding (forwarding) schemes. The impact ofhe latency of page downloads.
Tcr on the Mobile IP RO scheme is similar, except for an in- When a Web page is being transferred, typically the first TCP
crease in the end-to-end delay. data packet uses the full MTU. Then, when a tunneling header

_ _ is added by an HA, the MTU size is violated. If the Don’t Frag-
"The reason for packet loss in the MNF scheme is subtle; a packet that is

delayed arriving at the base station before the handoff may not reach the moBENt flag is set, as is typically the case, an ICMP ?rror is sent
host if the host has since completed the handoff. from the HA to the corresponding host, resulting in an extra
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Fig. 7. Impact oflz 4 on Mobile IP schemes. (a) Mobile IP. (b) Mobile IP RO.

round-trip delay. This procedure may be repeated for each nkarge. Note that the magnitude of the improvement of HAWAII
TCP connection,resulting in a cumulative delay in the Mobileschemes over Mobile IP schemes depends on the rate of user
IP schemes when downloading a single Web page. Recall thandoffs. In Fig. 8(b), as the handoff frequency in the domain
in HAWAII, tunneling is rare since it is used only when userss decreased, the schemes deliver similar aggregate throughput.
move out of their domain. Thus, this phenomenon has minimal
impact on performance in HAWAIL. VII. SCALABILITY

We next consider the impact of handoff on file transfer
applications where FTP is used to download a very large file
to a mobile host. We use the same simulation topology shmﬁﬁ
in Fig. 5. In this case, 20 mobile users are performing fil® _ . .
downloads while moving randomly amongst the four basaénple to illustrate the scalability advantages of using HAWAII

stations. Each user is handed off, on the average, every 18\%\; ahnonmerallrchlczil prLo:V(i/gﬁzsed on I:/J}ok;n.le IP. |
Ter is 50 ms andlis is 5 ms. e have implemented a aemon that is currently in-

The average aggregate throughput of all these users for {ﬁgrated with “routed,” the routing daemon. This daemon pro-

various schemes is shown in Fig. 8(a). We find that the HAWAf€SS€S the path setup update and refresh messages. The pro-

schemes deliver sizable improvements over the basic Mob‘ﬂ%ssmg of an update message is fairly simple: on receiving the
ssage, modify the forwarding entry for the mobile host in

IP scheme of around 15% and a small improvement over t k | and f dth dat i dits desti
RO scheme, which varies between 0%—-6% in aggregate T emel and forward the update message toward 1ts destina-

bandwidth. Among the HAWAII schemes, the UNF and ssfon. Soft-state refresh messages are sent independently by each

schemes deliver the best performance for mobile devices wh fhthe hodes everyp seconds. Typically, processing the re-

can listen to two or one base stations, respectively. The M sh message simply involves updating the eXPiTy timer in the
and the MNF schemes approach the performance of the U AWAII daemon and can be performed very efficiently.

and SSF schemes when the link buffer sizes (at the routers) %gable | lists the processing time of HAWAIl and Mob!le
IP update and refresh messages measured on a Pentium Il

81f the Web server caches the path MTU value and multiple invocations a883-MHz CPU running the FreeBSD 2.2.7 operating system.

served by the same server, then there would be no penaltyafterthefirstinvoFﬁ-e reason for the relatively large processing time at the
tion.

In this section, we first briefly describe our implementation
d present performance numbers for processing different types
messages in our testbed. We then present a numerical ex-
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Fig. 8. Aggregate TCP bandwidth. (a) Impact of link buffer size. (b) Impact of user speed.
home agent for an update registratidi;i;, as compared to a TABLE |
HAWAII update, Py, is because the home agent has to per- CPU FROCESSINGTIMES
form several actions when processing a Mobile IP registration: Ttem | Message type time (ps)
authenticate the message, enable proxy ARP for the mobile Pyy | HAWAII update (or power-up) | 156
host, remove the old entry from the home list, and add the new Pur | HAWAII refresh (25 entries) 166
care-of address for the mobile host. Pyu | Mobile IP update 1590
We now illustrate the advantages of managing mobility lo- Pur | Mobile IP renewal 120
cally through a numerical example. Consider a domain with
configuration parameters as shown in Table Il. The domain is
; ; ; TABLE I
in the_form ofa trge with three levels. At the highest level, there EXAMPLE CONFIGURATION VALUES
is a single domain router; at the second level, there are seven
intermediate routers; at the third and lowest level, there are 140  Item | Type Value
base stations (20 per router). We now consider two differentap- ~ Bp | Base stations per DRR 140
proaches: 1) the Mobile IP approach, where FAs are presentat ~ Xp i“‘:_le"el ro“;‘ers,:’er DRR 3; Jan?
each base station and are served by an HA, and 2) the HAWAII P | Active user density o
h where the HA is at the domain root router (DRR) V| Userspeed 112 Km/h
app.roac w . o e Lg | Perimeter of base station 10.6 Km
First, note t2hat the coverage area of this domain is quite large: Tr | Refresh timer for HAWAII 30s
Ap = BplLp /16 = 980 km=. The number of for\Nardlng en- Y No. of entries in aggregate refresh 25
tries at the domain root router in HAWAII, which is the same as Ty | Mobile IP binding lifetime 300 s
the number of active users in the domairg.is, = 38220. This ¥ | Percent users outside domain 0.1

is also the same as the number of tunneling entries in the case of
the nonhierarchical Mobile IP approach at the MAlote that

40 K entries are well within the capability of modern routerd;urthermore, a majority of these entries are completely spec-
ified entries of hosts from a particular domain/subnet. In this

SWhile one could potentially have as many HAs as base stations in the Mobigse perfect hashing is possible resultin@(ﬂ) memory ac-
IP approach, two practical reasons would preclude it: 1) HAs need to be ver ’ '

reliable, as they are single points of failure, and 2) administration and mana&é—ss for IP rOUte. IQOkUp' Thus, rOUte. lookup for data forwarding
ment of multiple HAs and user profiles can become complicated. can be done efficiently at the domain routers.
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We now compute the CPU utilization for the two Mobile IP TABLE I
and HAWAII approaches. REsULTS
From the derivation in the Appendix, the processing load at HAWAII @ DRR | Mobile IP @ HA
the HA in the Mobile IP approaclP Uy, is given by the for- Message I Fregls CPU% | Fregls  CPU%
mula H Update 127.8 1.92 0 0
2 H Refresh 51.3 0.85 0 0
CPUy = Pyu polpBo Pur pLB" B ) MIP Regn. 48.4 76 | 574 91.2
16T MIP Renewal | 12.74  0.15 | 127.4 1.5
where the first term in (1) is due to Mobile IP registration up- Total 240.2 10.5 | 7014 92.7

dates during handoff and the second term is due to Mobile IP
registration renewals or refreshes.

Similarly, the processing load at the domain root router in
HAWAII, CPUy, is

VIII. QUALITY -OFSERVICE SUPPORT

Methods for providing QoS support for wired hosts include

CPUw — P pvLpv/Bp 4P vpLp*Bp per-flow reservation approaches such as RSVP [12]. Rather than
H= oMy v MR 167y designing new QoS mechanisms for mobile hosts, we contend
——— 2 that HAWAII's localized mobility management enables an ef-
+PHUM + PHRM ficient adaptation of the wireline QoS mechanisms to wireless
T Ir access networks.

@ Per-flow QoS reservation in the network requires identifying
where the first two terms represent the Mobile IP registratidhe address of both end points of the flow. If either end point
updates (term 1) and renewals (term 2) at the HA in the dohanges its address, possibly because of mobility, then fresh
main root router, and the last two terms represent the HAWAghd-to-end reservations have to be established. Protocols such as
path setup updates (term 3) and refreshes (term 4), and typic&§VP assume that hosts have fixed addresses; they use the desti-
Rp <« Bp. nation address of the end node, i.e., the mobile host's care-of-ad-

First, consider the impact of mobility related updates. Olgiress, to identify a session. Therefore, when the mobile host's
serve that the processing load due to mobility-related updatesare-of address changes as it moves, one has to redo the resource
the Mobile IP approach [term 1 in (1)] varidisearly with the reservation along the entire path from the correspondent host (or
number of base stations in the domaii By, ), while the pro- HA) to the mobile host. This must be performed even though
cessing load due to mobility related updates in HAWAII [termsnost of the path is probably unchanged, as handoff is a local
1 and 3 in (2)] varies witlthe square-root of the number of basgoghenomenon. This results in increased reservation restoration
stationsO(+/Bp). Recall that the processing of Mobile IP upJatency and unnecessary control traffic. While solutions such as
dates is more expensive than HAWAII updatéy:(; > Pgy; flow extension via RSVP tunnels [13] may limit the reservation
see Table I). Thus, term 1 in (1) and (2) is the dominant termestoration latency, they still have a high overhead because of
Since the dominant term is reduced by a factornBp in reservations along multiple paths.

HAWAII, the processing load due to updates in the HAWAII The interaction between HAWAII and RSVP is shown in
approach is significantly lower than in the Mobile IP approaclkig. 9. The case when the mobile host is a receiver is shown
Now, consider the impact of refresh messages. In both ap-Fig. 9(a). The state in the solid box represents the HAWAII
proaches, the processing load due to refresh messages [termf@rwarding state, while the state in the dotted box represents
(1) and terms 2 and 4 in (2)] varies linearly with,. However, the RSVP state, comprising a destination address (DEST), a
note that these terms are averaged down by the refresh intepravious hop (PHOP), and a next hop (NHOP). After Router O
(731 andT?w), thus reducing the overhead impact. Furthermorprocesses a HAWAII path setup update, its RSVP daemon re-
in the case of the HAWAII approach, the processing load deeives a path change notification (PCN) (Message 1) using the
to Mobile IP renewals [term 2 in (2)] is further reduced frontouting interface for RSVP [14]. In standard RSVP, the router
the corresponding term in the Mobile IP approach by a factorust now wait a time interval before generating the RSVP
of v « 1, representing the fraction of users who are away froPATH message to allow the route to stabilize; this time interval

their home domain. The rate of path setup refreshes [term 4isrset to 2 s by default. In HAWAII, the RSVP PATH message
(2)] in HAWAII is reduced by a factor o¥ because of aggrega-(Message 2) can be triggered immediately on receiving a PCN
tion. Thus, the processing load of refresh messages in HAWAihce the route to the mobile host is stable at that point. This
is also lower than in the Mobile IP approach. allows for a faster reconfiguration due to mobility. The PATH

The numerical results for the configuration shown in Table hessage follows the new routing path (Messages 2 and 3),
are summarized in Table 1. In this cas¢AWAII's approach to installing PATH state on all the routers toward the new base
managing mobility locally results in almost ten times lower prcstation. When this PATH message reaches the mobile host,
cessing overhead at the most heavily loaded router as compaee@oS agent on the host generates an RSVP RESV message
to using a nonhierarchical approach based on Mobile®en upstream that follows the reverse forwarding path (Messages
if the processing time for a Mobile IP registratiaR\(g) is op- 5, 6, and 7). Router 0 stops forwarding the RESV messages
timized to a much lower value, the total number of control mespstream since there is no change in the reservation state to be
sages received by an HA is still almost three times the numlderwarded. Thus, reservations are restored locally in a timely
of messages received by a domain root router in HAWAII.  manner. The case when the mobile host is a sender is fairly
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Fig. 9. Interaction of RSVP and HAWAII. (a) Mobile host as receiver. (b) Mobile host as sender.

simple and is illustrated in Fig. 9(b). A RSVP PATH messag [ fﬂ?&ﬁma r fl‘ffai::tgcﬂlmm feee

is sent by the mobile host after handoff as soon as the HAWA, | =~ 1.1.2.0, metric 1 1120, metric 3 Kvertise:

path setup is complete, resulting in reservations along the n] 1.1.1.0, metric 0 1.1.2.0, metric 0 ]
1.1.2.0, metric 2 ,+¢ 1110, metric 2

path. Domain Root

Note that the straightforward integration of RSVP an
HAWAII is due to the fact that RSVP was designed to blindl \\2 36
follow the routing path established and maintained by &
independent routing entity. The HAWAII path setup mes
sages for a mobile host handoff are no different from any oth
routing changes to which RSVP was designed to respond. Th
intra-domain handoffs in HAWAII are handled efficiently; since
they are localized, they result in fast reservation restorations- .
the mobile user. In the case of inter-domain handoffs, HAWA %
defaults to Mobile IP for mobility management; therefore Mobileuser
reservation restorations would follow along the procedures
elaborated by the Mobile IP working group. Fig. 10. Link/domain root router failures.
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and router failures other than the domain root router, and domain
root router failures.

In this section, we examine the impact of failure of each one Link and router failures other than the domain root router are
of the HAWAII components. Failure of home agents is a cormvercome without the involvement of any external routers. For
cern for any approach that is based on Mobile IP. In HAWAII asxample, consider the failure of the link connecting BS 11 and
well as Mobile IP, this failure could be tackled through the corRouter 11 in Fig. 10. This would trigger a change in the default
figuration and advertisement of backup home agents. Note thatite in BS 11 by a routing daemon. The change in default route
this could result in no connectivity to the mobile host for the revould result in a soft-state refresh being sent to Router 12 (Mes-
newal period. However, recall that in HAWAII, in the commorsage 1). Router 12 would also trigger an immediate soft-state
case of a mobile host not leaving its home domain, there is refresh to Domain Root Router 1 (message 2) and end-to-end
HA involved. This greatly reduces HAWAII's vulnerability to connectivity would be re-established.

HA failure as compared to the Mobile IP schemes. Recovery from the failure of the domain root router is also
We next examine failures of links/routers inside the HAWAllllustrated in Fig. 10. When DRR 2 fails, it results in the update
domain. Inthese cases, HAWAII relies on standard intra-domadf default routes by the routing daemon on Routers 21 and 22.
routing protocols such as RIP or OSPF to detect router and litke change in default route triggers soft-state refreshes (Mes-
failures. When a failure is detected, HAWAII triggers soft-stateages 3 and 4) to be sent toward Routers 12 and 11, respectively,
refresh messages to restore connectivity. Let us examine thisvinich would then trigger immediate refreshes (Messages 5 and
more detail. These failures can be divided into two cases: liBto DRR 1. Meanwhile, the backbone router would also detect

IX. RELIABILITY
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the failure of DRR 2 and start forwarding packets destined fas proxy ARP processing, as it is unnecessary when the host is
1.1.2.0 to DRR 1. Thus, connectivity to hosts in 1.1.2.0 wouid a foreign domain, and will interfere with HAWAII processing
be restored. when the host revisits its home domain.

To summarize, two design aspects of HAWAII that help
achieve high reliability are the use of soft-state refreshes aggl, |ssues During Intra-Domain Mobility
in some cases, the elimination of the HA. The robustness of ] ] ) ] ]
HAWAII under subtle failures, such as route instability caused Allowing mobile hosts to communicate with the base stations

by misbehaving routing anomalies, is the subject of futut&ing Mobile IP messages, instead of specialized HAWAII mes-
study. sages, provides a number of advantages. There is an existing

base of Mobile IP host implementations, and these hosts need
not support another new protocol. It allows for the incremental
X. MOBILE IP INTERACTIONS deployment of HAWAII in various access networks. Security
considerations are simplified, in that we can adopt the same se-
Many a dragon hides in the complexities of multiprotocol i“Curity models as defined in the Mobile IP RO approach [3].
teraction. HAWAII and Mobile IP protocols operate in parallel |, this approach, the mobile host runs the standard Mobile IP
at the domain root router and they interact with each other whgpstocol with NAI, route optimization and challenge/response
the mobile host performs an inter-domain handoff. extensions. To reduce the frequency of updates to the HA and
Furthermore, in order to make HAWAII transparent to thgyoid high latency and disruption during handoff, we split the
mobile host, it is possible for the mobile host to communicajgocessing and generation of Mobile IP registration messages
with the network by using only Mobile IP and sending Mobilgnto two parts: between the mobile host and the base station and
IP registrations during each handoff. Transparent to the hogbtween the base station and the HA. Note that this separation
HAWAII path setup messages need to be generated within {8eneeded for any approach that desires to reduce updates to
domain. This type of interaction between HAWAII and Mobilghe HA. For example, similar separation at the foreign agent is

IP would occur at the base stations during intra-domain handgffoposed in the Mobile IP Regionalized Tunnel Management
In this section, we consider each of these cases. approach as well [16].

A similar issue exists when the host is roaming in a foreign
A. Issues During Inter-Domain Mobility domain that is HAWAIl-enhanced. Mobile hosts in a HAWAII

Recall that, in HAWAII, the domain root router acts as the H&iomam use a co-located care-of address (CCOA); such hosts,

for hosts that are in a foreign domain. Therefore, HAWAII progccording to Mobile IP, are required to always contact their HA

cessing is required if the host is within the domain, and Mobi%irectly. Again, this s in conflict with reducing th_e frequency .Of
IP processing when it is roaming in a foreign domain. The prblpdates to the HA. We advocate that the mobile hosts register

tocols should coordinate with each other to maintain forwardiﬁ(%t?_ a bssle stat:jon evtin \;Vh'le using tpe C(ZthOAtopttrl]onH';hs base
entries for the mobile host, so that interleaved arrival of protoc% ation nelps reduce the frequency of updates o the y pro-

messages do not leave the forwarding tables in an inconsistept-nY the reg|strat|ons Iopally and also ensures smooth hand-
state. offs by forwarding packets if necessary. This approach also al-

|BWS networks to enforce security and authentication measures

After the domain root router has processed the Mobile I their domain. Thus. data packets ar nt directly from th
registration message, indicating that the host has moved fr €lr domain. thus, dala packets are se ectly tro N
to the mobile host, while registrations are processed in two

its home to a foreign domain, HAWAII must ignore refres i .
messages for this host from downstream routers; these are sﬁﬂges' at the base station and the HA.
refresh messages and will eventually be timed out. Similarly,
when the host has moved back from the foreign domain to
its home domain, the domain root router should process the
HAWAII update; however, Mobile IP should process any sub- In this paper, we presented the design, implementation, and
sequent deregistration messages from the host only to rempeeformance evaluation of HAWAII, a domain-based approach
its internal state, without affecting the forwarding entries.  for supporting mobility in wide-area wireless networks. The
Another issue is that Mobile IP requires the home agent tiwe design goals of HAWAII werecalability, efficient routing,
add proxy ARP entries [15] for those mobile hosts that are in thimited disruption, QoS supporgnd reliability. We showed
foreign domain, and remove them when it receives an explititrough simulation and implementation measurements how the
deregistration message. The HA on the domain root router nd¢8WAII path setup schemes perform better than the Mobile
not set such ARP entries, since data packets will reach the #®-and Mobile IP RO schemes in terms of reduced disruption
main root router based on the address allocation architecturdémfaudio/video traffic, better TCP throughput, and reduced
HAWAII. Moreover, such ARP entries could interfere with conupdate traffic generated due to user movements. QoS support
nectivity when the host revisits its home domain; if the Mobiles simplified through the design choices of using co-located
IP deregistration message is lost, the ARP entry causes packat®-of addresses and maintaining the mobile host address
to be encapsulated and forwarded to the previous foreign dmchanged within the domain. This helps ensure that each
main by the HA. Thus, no packets can be sent to the mobitgobile host is uniquely identifiable for classification purposes
host until the Mobile IP state is removed following a timeoutand does not affect reservations in external domains due to
Hence, the home agent on the domain root router must disaloleal mobility. Furthermore, reliability is achieved through

Xl. CONCLUSION
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maintaining soft-state forwarding entries for the mobile hosts The processing load at the HEP Uy, is simply
and leveraging fault detection mechanisms built in existing
intra-domain routing protocols. CPUn = PvuMy + PyurMr

These a}qvantages are achieved at the. expense of pr_opagating _p pvLpBp . P pL% Bp
host-specific routes in selected routers within the domain. How- —AMUTT MR 6T

by judiciously limiting th ber of host entries th h N .
ever, by judiciously imiting the umber of host enfries throug here Py and Pyr are CPU processing times for Mobile IP

appropriate sizing of the domain, and limiting updates by ma}ﬁégistration updates and renewals, respectively
aging mobility locally, we illustrated how large domains can be : ' ) .
ging y Y 9 Now consider a system based on HAWAII. The domain root

supported without the involvement of Mobile IP. Thus, we con- ) ; L .
bp router is the most heavily loaded router in this system, as it has

clude that HAWAII is a comprehensive solution for micromo- ’
bility support and seamlessly works with Mobile IP in order t60 process both path setup messages as well as Mobile IP mes-
support wide-area user mobility. sages.h f Mobil d he d .

An interesting aspect of the protocol presented in this pa erj‘g[t € ratZ of Mo 'ilpl_:f ates at t Ie c;}mam root router
is the coupling between HAWAII and Mobile IP at the domai[?ti)e viu. Updates at the occur only when USers cross
root router. Operational or administrative policy concerns migggmam boundaries. 'I_'he rate of domain _boundary crossing 1S
dictate the need for less coupling. It is interesting to conjecture l),2wherel, Te perimeter of the doinam coverage area, Is
the effects of such a system, possibly with the use of a distiriy LB8p/16 = Lpv/Bp . Thus,Hy = R(LpVBp ), or
Mobile IP HA. This could provide greater flexibility in deploy- pvLg/Bp
ment as well as other advantages, such as scalability in terms of Hyu = -

memory and processing power at the domain root router. How- . . .
y b gp In HAWAII, Mobile IP registration renewals are sent by only

ever, there will be the added complexity of interactions between h f their h q inALbe
these protocols. It remains to future work to investigate the COSE-OSG users who are away from their home domain.oL

pling between HAWAII and Mobile IP, and to more systemati- e_fract?on of users away from their d_omain. Then, the rate of
cally evaluate the tradeoffs between these two protocols.  'cd'stration renewals in HAWAIH ik, is v M or

APPENDIX 16Ty
DERIVATION OF PROCESSINGLOAD DUE TO UPDATES

AND REFRESHES Let the rate of path setup updates at the domain root router be

Hpy. These updates are generated whenever a user is handed
In this Appendix, we derive the update and refresh processigg between base stations attached to two different second level
loads for systems based on Mobile IP and HAWAII. We asouters. ThusHpy = RpR(1) wherel = 4,/LZ B /16Rp is
sume that the coverage area of a base station is a square wihedperimeter of a second-level router coverage areafants

perimeter ofL 3 and area of.3,/16. We also assume that therethe number of second-level routers in the domain. Substituting
areBp base stations in the domain structured as a tree, resultijiges
in a domain coverage area b8, B /16. If p is the density of
active users, the number of users in the domain is Hpp = pvLpvBpRp '
N = pL2%Bp/16. "

] ) ] Finally, let the number of path setup refreshes at the domain

First, consider a system based on Mobile IP. k&t denote ot router beHpg. Let a single refresh message be an aggre-
the rate of mobility related updates at the HA from g base ate fory” mobile hosts. During the refresh perid, the path
stations. Assuming the direction of user movementis uniformiy,ie of every user in the domain is refreshed. Thilisy =

distributed ovelf0, 2] and using a fluid flow mobility model [N/Y]/Tk, or B
[17], the rate of mobile hosts crossing a boundary of perimeter
[ at a speed is Ho — [pL% Bp/16Y]
PR T
The processing load at the domain root rodi®flly; is

Since user handoffs between any two base stations in
the domain generates an update registration at the HA,CPUH:PI\NJHI\N_T+PI\VIRHI\VIR+PHI_IHPU+PHRHPR

R(l) = puvl/m.

My = R(LB)BD or pvLpv/ Bp ’pr%BD
=Pyy——"— PMRW
MU = pULBBD/W. m M
2
Let the rate of registration renewals(or refreshes) at the HA be + Pyu pvLpvBp Ep + Pur [PLpBp/16Y]
Mg. We assume here that the renewal period is not reset even if w Tx
the host sends an intermediate registration. During each renewBkre Py and Py are CPU processing times for HAWAII
period, Ty, every user in the domain sends out one renewgéth setup updates and refreshes, respectively. O
request. ThusMg = N/Ty, or
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