algorithm step by step, we have
\[ k_0 \leftarrow \frac{1}{a_0} \]
\[ f_1 \leftarrow [\rho] \]
\[ \beta_1 \leftarrow a_0 - \rho a_1 \]
\[ k_1 \leftarrow \frac{1}{a_0} \frac{\rho^2}{a_0 - \rho a_1} \]
\[ b_1 \leftarrow [0 \rho]^T \]
\[ \alpha_1 \leftarrow a_0 - \rho a_1 \]
\[ k_1 \leftarrow \frac{1 + \rho^2}{a_0 - \rho a_1} \]
\[ \beta_1 \leftarrow -\rho \]

and
\[ s_{i+1} = \frac{1 - \rho^2}{1 + \rho^2} a_0 \]
\[ e_i = \frac{\rho}{1 + \rho^2} \]
as expected.

III. Conclusion

We demonstrated how the Sherman–Morrison identity for inversion of the symmetric matrices can be utilized to develop a new fast algorithm for optimal linear interpolation. We demonstrated that the proposed algorithm has lower complexity with respect to the other proposed schemes such as [4]. It is also possible to develop lattice type structure for linear interpolation based on the proposed algorithm.
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Binary Partition Algorithms and VLSI Architectures for Median and Rank Order Filtering

Chang Long Lee and Chein-Wei Jen

Abstract—A class of selection algorithms by binary partition is very efficient for median and rank order filtering. A unified discussion of these algorithms is presented. Binary partition algorithms have better time-area complexity than sorting methods. Counting, firing, and updating are three basic steps. A generic structure is proposed to realize these algorithms. They can be implemented by simple and regular modules in VLSI.

I. INTRODUCTION

Rank order filtering is a nonlinear filtering technique which picks up an output according to the order statistics of elements in a sliding window. Maximum, minimum, and median filters are some frequently used examples. Median filters are robust, and can remove impulse noise while preserving some essential features [11]. They are widely applied in many signal and image processing applications, such as seismic data [2], medical images [3], or video signals [4]. Maximum and minimum selections can be found in grayscale morphological dilation and erosion [5]. Since the rank order and median filtering processes have played important roles in many signal and image applications, fast realizations of them are necessary.

The implementation of median or rank order filters can be divided into two categories. The first category realizes the filtering on general-purpose sequential or parallel computers. The second one implements the filters on VLSI hardware. In the software category, the basic procedure for order statistic calculation is comparison and sorting. However, if only a specific rank order is required, selection algorithm will be more effective. This is because sorting can be constructed by selection [6], [7] and the selection algorithms are linear in complexity [8]. In addition to these computer science methods, there are some fast algorithms which take advantage of the running window where only a minor portion of the elements are deleted and replaced by the same number of new elements. An updated histogram method in [9] and a moving border method in [10] were based on this concept for two-dimensional median filtering. Some heap-based methods have been proposed in [11] and [12]. Parallel implementation of median filters can also be found in [13] and [14].

The hardware category has several approaches. The first one is to implement order statistic filtering by systolic algorithms with a linear array of identical processing elements [15]. The next approach is to realize median filtering by a regular sorting network, such as bubble sort or odd-even transposition sort [16]-[18]. The third approach is a class of "radix methods" which calculate the result based on the binary representation of data. Many algorithms [19]-[22] and VLSI architectures [23]-[26] belong to this approach. An interesting method takes binary median on a stack of threshold decomposed signals and then sums up the result at each threshold level as the final output [27]. This method is not practical because of its exponential hardware complexity. An m-array method has also been implemented on VLSI circuits [28]. It performs binary search on an accumulated histogram.

In this correspondence, we propose a unified representation for the "radix method." All these methods stem from a binary partition algorithm which is discussed in Section II. The unified description and comparison of these algorithms is presented in Section III. A generic architecture is presented in Section IV with considerations of tradeoffs. Also in Section IV, word-parallel bit-pipeline VLSI architecture designs are discussed for high-speed signal processing. Applications and extensions of the binary partition algorithms are discussed in Section V.
II. ORDER STATISTIC CALCULATION BY PARTITION

Selection is a conventional problem in computer algorithms. It is to find the kth largest element in a set of elements, \( S = \{x_1, \cdots, x_N\} \). A brute-force approach is to sort the elements in \( S \) in a decreasing order and then pick up the value of the kth position. However, there is a more efficient way which uses the idea of divide and conquer [8]. We call it the partition-selection approach.

A. Arbitrary Partition

The idea of partition is to divide the original set \( S \) into two subsets, \( S_0 \) and \( S_1 \), by arbitrarily choosing an element \( x_b \) in \( S \) as the boundary. Those elements which are equal to or greater than \( x_b \) are put in \( S_1 \), otherwise they are put in \( S_0 \). A conceptual diagram is shown in Fig. 1. If the number of elements in \( S_1 \), denoted as \( |S_1| = q \), is greater than \( k \), then the original problem size will be reduced to a smaller one which is to select the \( k \)th largest element in the subset \( S_1 \). If \( q < k \), then the new problem is to select the \( (k - q) \)th largest element in the subset \( S_0 \). Repeat the partition process until \( q = k \), that means the desired output \( x_b \) is equal to the boundary element \( x_b \). In the worst case, it will not stop until \( q = k = 1 \). This is arbitrary partition for selection.

B. Binary Partition

The partition of set \( S \) can be more than two. However, our interest is in the two-subset case. We assume the data to be non-negative integers because most of the gray-scale images and signals are positive. They can be either normalized or shifted to be non-negative without loss their generality. Suppose the word length of binary representation is \( L \), then the value of data can be no more than \( 2^L - 1 \). A special case of two-subset partition chooses the boundary element to be the power of \( 2 \) \((2^L, j = 1 \cdots L - 1)\), or their linear combinations. We consider this as binary partition.

Arbitrary and binary partition are similar. The major difference is that \( x_b \) of the former method is one of the element in set \( S \), but \( x_b \) of the latter one is determined externally. The number of iterations for arbitrary partition is not fixed. However binary partition approach needs \( L \) iterations at most to get an output. A conceptual description shown in Fig. 2 demonstrates the idea of binary partition. Because we are selecting the \( k \)th largest element in \( S \), the data profile is monotonously decreasing. The finding of desired output is equivalent to performing a binary search along the vertical axis and check of matching along the horizontal axis.

III. BINARY PARTITION ALGORITHMS FOR HARDWARE IMPLEMENTATIONS

Basically this method obtains the result with one bit at a time. It needs a mask vector to define the candidate subset where possible targets are lying in. That is either \( S_0 \) or \( S_1 \). The candidate subset will shrink as the investigation proceeds from MSB’s to LSB’s. At last, the only element left is the answer. If more than one element is left, their magnitudes must be the same. Many of “radix methods” or bit-level algorithms are based on this idea [19]-[26]. The major difference is the counting schemes they perform. We will unify these algorithms after we define some notations.

A. Binary Representation

The set of elements in a sliding window is defined as \( W = \{x_1, \cdots, x_k, \cdots, x_N\} \), where \( N \) is the size of the window. The binary representation of an element \( x_i \) is as

\[
x_i = \sum_{j=1}^{L} a_{i,j} 2^{L-j}, \quad a_{i,j} \in \{0,1\}
\]

where \( L \) is the word length, \( a_{i,1} \) is the MSB, and \( a_{i,L} \) is the LSB of \( x_i \).

Now we collect \( j \)th bits of all elements to form a column vector \( \mathbf{a}_j = [a_{1,j}, \cdots, a_{N,j}]' \). Two additional column vectors \( \mathbf{m}_j = [m_{1,j}, \cdots, m_{N,j}]' \) and \( \mathbf{s}_j = [s_{1,j}, \cdots, s_{N,j}]' \) should be defined corresponding to \( \mathbf{a}_j \). Mask vector \( \mathbf{m}_j \) specifies the candidate subset during the selection process. Setting vector \( \mathbf{s}_j \) defines a set of setting values. Both \( \mathbf{m}_j \) and \( \mathbf{s}_j \) \( \in \{0,1\} \).

B. Algorithms

Generally speaking, the binary partition algorithms generate an output value from MSB to LSB by inspecting the data in the candidate set from MSB column \( a_1 \) to LSB column \( a_L \) sequentially. Counting the number of bit “ONE” or “ZERO” indicated by the mask vector in the \( j \)th bit-column can determine the \( j \)th output bit of result. From a common point of view, this kind of algorithms consist of three major parts: i) Scoring is to count the number of bit “ONE” or “ZERO” in the candidate subset of \( a_j \), and denote it as \( z_j \). ii) Firing is to compare the counting value \( z_j \) with a threshold value \( k_j \) to determine the current binary output. iii) Updating is to shrink the candidate subset and determine the new threshold value for the next inspection. The candidate set is reduced through the modification of mask vectors. Repeating these steps \( L \) times will get a complete output.

1) Counting “ONE” scheme: The method reported in [19] is probably the first algorithm that selects a median from the radix-2 representation of data. This algorithm wants to find the \( k \)th largest element in the window. Thus the algorithm counts bit “ONE” in each inspection. The following steps are repeated from MSB to LSB.

i) The scoring value \( z_j \) is the number of bits which are “ONE” in the \( j \)th bit position within the candidate subset. It can be calculated as the inner product of mask vector \( m_j \) and column vector \( a_j \)

\[
z_j = m_j' a_j.
\]
umn vector by diag \([D]\). The updating equations can be revised and

\[
\text{iteration are as follows:}
\]

This expression can be rewritten as

\[
\text{where } \text{sgn}(x) = 1 \text{ if } x \geq 0, \text{ otherwise } \text{sgn}(x) = 0.
\]

iii) Updating of the threshold value and mask vector for the next iteration is as follows:

\[
\text{If } f_j = 1, \text{ then } k_{j+1} = k_j \text{ and } m_{j+1} = \text{diag } [m_j a_j^T].
\]

\[
\text{If } f_j = 0, \text{ then } k_{j+1} = k_j - z_j \text{ and } m_{j+1} = \text{diag } [m_j (e - a_j)^T].
\]

A column vector with all its \(N\) entries equal to \( \text{"ONE"}\) is \(e = [1 \ 1 \ \cdots \ 1]^T\) and the diagonal elements of matrix \(D\) form a column vector by diag \([D]\). The updating equations can be revised and merged into

\[
k_{j+1} = k_j + (f_j - 1)z_j \quad \text{and} \quad m_{j+1} = \text{diag } [m_j ((f_j - 1)e - (1 - f_j)a_j)^T].
\]

The new rank value, \(k_{j+1}\), of the desired output may be decreased because of (3).

2) Counting \( \text{"ZERO"}\) scheme: This scheme has been reported in two places, [21] and [22], with different style of descriptions. This algorithm finds the \(k\)th smallest element in the window. So they counted bit \( \text{"ZERO"}\) instead of bit \( \text{"ONE"}\). The formulation is as follows:

i) The scoring value is the number of bit \( \text{"ZERO"}\) in column vector \(a_j\). Thus \(z_j\) is calculated as

\[
z_j = m_j^T (e - a_j).
\]

This can be interpreted as the total number of nonzero elements in the mask vector minus the number of nonzero elements in the data vector which are flagged by the mask vector.

ii) Firing is done by

\[
f_j = 1 - \text{sgn}(z_j - k_j) \quad \text{or } f_j(z_j, k_j) = \begin{cases} 1 & \text{if } z_j < k_j \\ 0 & \text{if } z_j \geq k_j \end{cases}
\]

iii) Updating of threshold value and mask vector are derived in the same way as in the counting \( \text{"ONE"}\) scheme. Modification of rank value can be expressed as

\[
k_{j+1} = k_j - f_j z_j.
\]

The updating of \(m_{j+1}\) is the same as (4).

3) Counting both \( \text{"ZERO"}\) and \( \text{"ONE"}\) scheme: The main idea of this algorithm [26] is to keep the threshold value \(k\) constant, and calculate the scoring value until both values are the same at last. The algorithm is as follows:

i) Scoring as

\[
z_j = z_{j-1} + m_j^T (f_{j-1} e - a_j).
\]

This expression states that if the previous firing value \(f_{j-1}\) is \( \text{"ONE"},\) then it accumulates the number of bit \( \text{"ZERO"}\) in the candidate subset for the present scoring process, otherwise it subtracts the number of bit \( \text{"ONE"}\) in the subset from the previous scoring value.

ii) The firing is as simple as

\[
f_j = 1 - \text{sgn}(z_j - k) \quad \text{or } f_j(z_j, k) = \begin{cases} 1 & \text{if } z_j < k \\ 0 & \text{if } z_j \geq k \end{cases}
\]

This algorithm also searches for the \(k\)th smallest element in the window.

iii) The updating of the next mask vector \(m_{j+1}\) is the same as (4).

4) Mask-and-set scheme: The mask-and-set concept was presented in [26]. It is different from the previous schemes in several aspects. The desired rank order is fixed at the design stage. No counting is performed. The function of updating threshold is replaced by modifying setting vectors \(s_j\). Firing is done through a threshold gate \([31]\). A similar method has been proposed in [25].

The procedures are as follows.

i) A composite vector \(d_j = [d_{1,j} \ d_{2,j} \ \cdots \ d_{N,j}]^T\) is formed as

\[
d_j = \text{diag } [m_j a_j^T] + \text{diag } [(e - m_j)a_j^T].
\]

This operation is equivalent to

\[
d_{i,j} = \begin{cases} a_{i,j} & \text{if } m_{i,j} = 1 \\ s_{i,j} & \text{if } m_{i,j} = 0 \end{cases} \quad \text{for } i = 1 \text{ to } N.
\]

ii) Firing is by

\[
f_j = T_k (d_{j,i}, i = 1 \ \cdots \ N)
\]

where \(T_k\) stands for a threshold logic function which will be true if the number of bit \( \text{"ONE"}\) in the vector \(d_j\) exceeds rank order \(k\).

iii) Modification of the next mask vector \(m_{j+1}\) is the same as in the previous three schemes and the next setting vector is updated as \(s_{j+1} = d_j\).

A special feature of this method is that threshold rank is programmed and fixed in the threshold logic function. Although the candidate set is shrunk as usual, the scope of consideration remains to be the entire entries of vector \(d_j\). The advantage of this algorithm is the simplicity of threshold logic functions rather than arithmetic operations. This will benefit hardware implementations.

IV. A GENERIC ARCHITECTURE FOR HARDWARE IMPLEMENTATION

A. The Generic Architecture for Binary Partition Algorithms

The binary partition algorithms presented in the previous section consisted of three major steps. They are also the building blocks for a generic architecture as shown in Fig. 3. A scoring unit calculates scoring output by inspecting input data with reference to the mask-in and control-in signals. A firing unit generates resulting bit by comparing the desired rank value with the scoring one. The new rank value is also obtained. An updating unit modifies the mask-out and control-out signals for the next stage depending on the current output result.

For the scoring function in counting \( \text{"ONE"}\) scheme, the inner product of (1) can be easily accomplished by performing entry-wise logic AND function on vectors \(m_j\) and \(e\) followed by a bit-sum counting. The hardware requirements are \(N\) AND gates and a parallel counter. Similar scoring function in (5) and (8) can be accomplished in the same way. The only difference is that the input data must be inverted for counting \(\text{"ZERO"}\).

The firing block can be easily realized by a subtractor and the sign bit of result is the output bit \(f_j\). For updating block, simple multiplexing-type logic gates are enough. Table I shows the functional units used for the three major steps in different schemes. Note that the mask-and-set scheme uses the multiplexer in (9) for scoring and threshold logic gate for firing. The signals used in the generic architecture for different schemes are also listed in Table II.
Fig. 3. A bit-sliced generic architecture for binary partition algorithms.

### TABLE I

Functions Used in Different Binary Partition Schemes for the Generic Architecture with Area-Time Complexity Included

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Scoring</th>
<th>Firing</th>
<th>Updating</th>
</tr>
</thead>
<tbody>
<tr>
<td>Counting</td>
<td>Logic gates and counter O(Nn)</td>
<td>Subtractor O(Nn)</td>
<td>Logic gates O(N)</td>
</tr>
<tr>
<td>&quot;1&quot;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Counting</td>
<td>Logic gates and counter O(Nn)</td>
<td>Subtractor O(Nn)</td>
<td>Logic gates O(N)</td>
</tr>
<tr>
<td>&quot;0&quot;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Counting</td>
<td>Logic gates and counter O(Nn)</td>
<td>Subiadd O(Nn)</td>
<td>Logic gates O(N)</td>
</tr>
<tr>
<td>&quot;0&quot; &amp; &quot;1&quot;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mask + set</td>
<td>Logic gates O(N)</td>
<td>Threshold logic</td>
<td>Logic gates O(N)</td>
</tr>
</tbody>
</table>

### TABLE II

Signals Used in the Generic Architecture for Different Binary Partition Schemes

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Mask Data</th>
<th>Control In</th>
<th>Control Out</th>
<th>Resulting Rank Control In</th>
<th>Resulting Rank Control Out</th>
<th>Resulting Rank Resulting Bit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Counting</td>
<td>a1, m1, m2+1</td>
<td>-</td>
<td>-</td>
<td>z1, k1, k1+1, f1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;0&quot;</td>
<td>a1, m1, m2+1</td>
<td>-</td>
<td>-</td>
<td>z1, k1, k1+1, f1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Counting</td>
<td>a1, m1, m2+1</td>
<td>f1-1, f1</td>
<td>-</td>
<td>z1, k1, k1+1, f1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mask + set</td>
<td>a1, m1, m2+1</td>
<td>sj, sj+1</td>
<td>-</td>
<td>d1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### B. Implementation and Tradeoffs

The implementation of a one-bit generic architecture involves a parallel counter, an adder, and some logic gates. The best area-time complexity of an n-bit adder is $AT = O(n \log n)$ [29]. The optimal area-time complexity of an N-bit parallel counter is $AT = O(N \cdot n)$ [30], where $n = \log_2 N$ and $N$ is the window size. The hardware cost of masking and updating logic is $O(N)$ with constant time delay. Thus the total area-time complexity for realizing counting schemes would be $AT = O(N \cdot n)$.

The speed of scoring block can be improved to $O(1)$ with $O(N)$ of gates if the mask-and-set scheme is used. However, the critical problem is how to realize the threshold logic function. This function can be realized by combinational logic gates, but it costs a lot of gates when $N$ is large. A lookup table is an alternative [25]. However, the ROM size increases exponentially with $N$. An interesting design of threshold gate in [26] can perform median selection in constant time with linear area complexity. Thus in the best case, the mask-and-set scheme can be realized in $AT = O(N)$. The area-time complexity is also included in Table I.

The flexibility of using counter and adder is on the changeable rank value; arbitrary rank order can be realized in the same hardware. The penalty, however, is a longer cycle time. The advantage of threshold gate design is the constant cycle time. The drawback is that the rank value is fixed at the design stage and is not modifiable during run time. When we have to determine which structure or function to take, we are trading speed of performance with flexibility during application.

### C. Word-Parallel Bit-Pipeline VLSI Designs

In order to have the highest throughput rate for real-time applications, both pipeline and parallel processing techniques are needed in VLSI designs. Thus the word-parallel bit-serial generic architecture should be cascaded into pipeline stages as shown in Fig. 4. Some delay elements and delay banks are assigned at both input and output sides for skewing data bits into their correct pipeline schedules [16], [17], [21], [23]. We call this a word-parallel bit-pipeline design. It receives the whole data set in a window simultaneously and produces one result per clock cycle. The latency from dumping a window into the filter to receiving its output is $L$ cycles.

A large number of implementations for the median filter are based on the odd-even transposition sort [16]-[18]. The basic cell is a compare-and-swap unit for a single bit. Their final sorting network architecture is also in a word-parallel bit-pipeline style. Their hardware complexity is $O(N^2 \cdot L)$ and latency is $(N + L)$ pipeline cycles. The advantage of the odd-even sorting network is its good regul-
The word-parallel bit-pipeline VLSI designs are very suitable for real-time image and signal processing applications. During the processing, all data in the working window are dumped into the filter in parallel. Though the corresponding output is generated after \( L \) cycles, the output sequence proceeds once every clock period. This is because the word-parallel bit-pipeline design can explore the maximum parallelism and meet the high throughput rate requirement of video signals.

In spite of the square window median filter, changeable window shape is also very desirable in many applications. This can be done by masking vector \( \mathbf{m}_1 = [m_{1,1}, \ldots, m_{1,N}]^T \). At the initial stage, the \( i \)th element in the current window may be marked by \( m_{1,i} = 1 \) to indicate that it is a possible candidate. Hence we can change the length or shape of a filter window by selectively assigning \( \text{"ONE"} \) to \( m_{1,i} \) in the beginning. The shape of window can be chosen as square, cross, or others \([18],[26]\).

The recursive median filter is one of the major variations of standard median. It can be easily implemented by the generic architecture working in the bit-serial manner. The current output result is pulled back to the input register directly for the next selection. Neither hardware overhead nor speed degradation is observed. However, this technique is not workable for bit-pipeline designs. One possible solution is to interleave \( L \) independent images into one input sequence, then the recursive operation is possible. The number of interleaved sequences depends on the number of pipeline stages or latency.

The proposed generic structure can be also applied for separable median filters or multistage median filters (median of medians). On the other hand, this generic structure can support morphological processing as well. Since the dilation and erosion of a signal or image by the structuring element is equivalent to the maximum or minimum selection in the structuring window. Using threshold logic as the firing function would be more effective because the rank value is fixed at the first or last rank. Complex morphological image processing are combinations of dilation and erosion. Thus the cascaded multistage technique is also usable.

VI. CONCLUSION

In this correspondence, we have unified some algorithms for ranking into a binary partition algorithmic description. This approach help us to understand the relationships between these similar algorithms and compare their advantages and drawbacks in realization. A generic architecture is proposed to implement these algorithms and consider their design issues. A word-parallel bit-pipeline design is desired for the high performance implementations. This architecture has explored the maximum parallelism of the algorithms into bit level. Binary partition algorithms have better area–time complexity than the sorting networks. The performance depends upon the realization of counter, adder, or threshold logic functions. The implementation cost may be similar, but a mask-and-set scheme may have faster speed and simpler hardware. The tradeoff is taken between the simplicity of hardware and flexibility of application. Such a binary partition approach for the implementation of rank order and median filters can be chosen to construct a customized VLSI building block in various digital image and signal applications. It can also be a component in the design library of a synthesis system for real-time video signal processing applications.

The binary partition algorithm is a very good tool in the realization of selection problems. It is believed that this approach can be applied to many other similar algorithms such as morphological filtering or nonlinear digital filters.
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Given a finite set of autocorrelations $r_0, r_1, \ldots, r_n$, from a zero-mean wide-sense stationary discrete-time stochastic process, the solution to the problem of obtaining the entire class of spectral extensions that match the given autocorrelations subject to certain mild restrictions is well known [2]-[4]. Among the infinite possibilities that include both rational as well as nonrational extensions, the particular one that maximizes the entropy functional results in a stable AR($n$) model that is uniquely specified by the Levinson polynomial associated with the given autocorrelations [5]. Since maximization of the entropy functional is equivalent to maximization of the minimum mean square prediction error associated with one-step predictors that make use of the entire past data samples [6], the general problem of obtaining spectral extensions that maximize the multistep minimum mean square prediction error is meaningful. In this context, it has been shown that [1], given the autocorrelations $r_0, r_1, \ldots, r_n$, maximization of the $k$-step minimum mean square prediction error results in stable ARMA($n, k$) extensions, and in this sense, this is a direct generalization of the maximum entropy solution. Further, details of this particular extension have been worked out in the case of two-step predictors ($k = 2$) by making use of the general formulation regarding the class of all extensions, and it was shown that at most two distinct minimum phase extensions exist that could maximize the two-step minimum mean square prediction error [1].

In this correspondence, we proceed to show that, in fact, there is always one and only one extension that maximizes the two-step minimum mean square prediction error and the details of this unique minimum phase ARMA($n, 1$) extension are worked out here.