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Abstract

Parallel interference cancellation (PIC) is a well-known multiuser detection algorithm in direct-sequence code-division multiple-access (DS-CDMA) systems. It is typically implemented with a multi-stage architecture. One problem associated with the PIC is that unreliable interference cancellation may occur in the early stages and the system performance may be degraded. Thus, the partial PIC detector was developed to control the cancellation level by use of interference cancellation factors. Partial PIC can be implemented with an adaptive form, in which optimal weights are derived using the least mean square (LMS) algorithm. In this paper, we propose an algorithm improving the conventional adaptive partial PIC. The main idea is to reduce the number of active weights in the LMS algorithm, and to perform weight post-filtering such that the resultant excess mean square error can be reduced. We also analyze the performance of the proposed algorithm and derive the bit error rate of the second stage output. Simulation results verify that the proposed algorithm outperforms the conventional partial PIC, and derived analytical results are accurate.

1. Introduction

In direct-sequence code division multiple access (CDMA) systems, multiple access interference (MAI) is regarded as the main source limiting the system capacity. Multiuser detection (MUD) is a well-known technique dealing with MAI. Different from the architecture of conventional single-user receivers, MUD conducts detections for all users simultaneously and can achieve much better performance. In [1] a maximum-likelihood multiuser receiver was first proposed. Although significant performance enhancement can be obtained, the required computational complexity is very high, growing exponentially with the user number. This adversely affects its real-world applications. As a consequence, many suboptimum alternatives were then proposed [2–4].

The subtractive-type interference cancellation is a well-known MUD algorithm. As far as the desired user is concerned, the interference is estimated from the received signal, regenerated, and cancelled with the interference canceller. The canceller is usually implemented with multiple stages to achieve its optimum performance. This type of MUD can be classified into two categories, i.e., successive interference cancellation (SIC) and parallel interference cancellation (PIC). SIC cancels interference from other users sequentially [5,6], while PIC does it all at one time [7,8]. SIC usually conducts signal power ranking to determine the cancellation order. A stronger user often has lower probability of decision errors, and cancellation of this signal gives more reliable result than that of a weaker user. Thus, we can expect that SIC works better when users have unbalanced powers. However, SIC requires extra computation for power ranking and introduces larger delay. By contrast, PIC is more effective...
when user powers are similar and does not need to perform the power ranking procedure.

Although the PIC approach is able to cancel interference from other users simultaneously, its interference estimation may not be reliable in early stages. Unreliable interference cancellation will increase interference and degrade the detector’s performance. Partial PICs were developed to remedy this problem [9]. In partial PIC, cancellation factors (ranging from zero to unity) are introduced to control the cancellation level. Since the reliability of cancellation increases stage by stage, larger factors can be used in later stages. Optimum cancellation factors can be derived in adaptive or non-adaptive ways. The result of the non-adaptive approach was reported in [10–15], while that of the adaptive approach in [16–23].

The advantage of adaptive detectors is that it can analyze. The hard-decision output for the user in the current stage multiplied by the cancellation factor for the first stage output, can then be expressed as

\[
y^{(1)}_k = \sum_{n=0}^{N-1} r(n)x_k(n) = a_kb_k + \sum_{j=k} a_kb_j\rho_{jk} + \gamma_k,
\]

where \(\rho_{jk} = \sum_{n=0}^{N-1} x_j(n)x_k(n)\) denotes the noise term after despreading. From (2), we can see that the output signal contains MAI. The operation of a non-adaptive partial PIC can be described as [9]

\[
y^{(0)}_k = c_k^{(0)} \left( y^{(1)}_k - \sum_{j=k} a_k b_j (i^{-1}) \rho_{jk} \right) + (1-c_k^{(0)}) y^{(i-1)}_k,
\]

where \(y^{(1)}_k\) and \(c_k^{(0)}\) are the soft-output and the cancellation factor for the \(k\)th user in the ith stage, respectively. The hard-decision output for the ith stage is then \(\tilde{b}_k^{(i)} = \text{sgn}(y^{(i)}_k)\). The soft-output in (3) can be regarded as a weighted sum of two estimates; one is the full PIC output in the current stage multiplied by the cancellation factor \(c_k^{(i)}\), while the other is the weighted soft output estimate from the previous stage.

The partial PIC can be also obtained with an adaptive structure as depicted in Fig. 1. Define an error signal as

\[
e^{(i)}(n) = r(n) - \tilde{r}^{(i)}(n), \quad i > 1,
\]

where \(\tilde{r}^{(i)}(n)\) is the regenerated received signal as expressed by

\[
\tilde{r}^{(i)}(n) = \sum_{k=1}^{K} w_k^{(i)}(n) b_k^{(i-1)} x_k(n).
\]

The remainder of the paper is organized as follows. Section 2 first describes the conventional non-adaptive and adaptive partial PIC receivers. In Section 3, we then detail the proposed algorithm. In Section 4, we analyze the weight behavior and the output BER of a two-stage adaptive partial PIC with the proposed algorithm. Finally, we report the simulation results in Section 5. Conclusions are given in Section 6.

2. System model

Consider a synchronous CDMA system operated in an AWGN channel. The received signal in a certain bit interval can be expressed as

\[
r(n) = \sum_{k=1}^{K} a_kb_k x_k(n) + v(n), \quad 0 \leq n < N,
\]

where \(a_k, b_k\) and \(x_k(n)\) are the \(k\)th user’s amplitude, data bit, and signature sequence, respectively, and \(v(n)\) is AWGN with variance \(\sigma^2\). Let the processing gain be \(N\) and the signature sequence be formed by binary chips with amplitude \(1/\sqrt{N}\). The matched filter output, which is the first stage output, can then be expressed as

\[
y^{(1)}_k = \sum_{n=0}^{N-1} r(n)x_k(n) = a_kb_k + \sum_{j=k} a_kb_j\rho_{jk} + \gamma_k,
\]

where \(\rho_{jk} = \sum_{n=0}^{N-1} x_j(n)x_k(n)\) denotes the signature correlation between user \(j\) and \(k\), and \(\gamma_k = \sum_{n=0}^{N-1} v(n)x_k(n)\) the noise term after despreading. From (2), we can see that the output signal contains MAI. The operation of a non-adaptive partial PIC can be described as [9]
Using the steepest descent algorithm, we can obtain the weight update equation as
\[ w_k^{(n)}(n + 1) = w_k^{(n)}(n) + \mu_k^{(n)} \tilde{\epsilon}_k^{(n)}(n) e^{(n)}, \quad 0 \leq n < N, \quad (7) \]
where \( \mu_k^{(n)} \) is the step size for the kth user in the ith stage. Here, the input signal is\n\[ x_k^{(n)}(n) = \hat{b}_k \chi_k^{(n)}. \]  
(8)
The algorithm in (7) is called the LMS algorithm. The interference-subtracted signal for the kth user is then
\[ \hat{r}_k^{(n)}(n) = r(n) - \sum_{j=k}^{N} \tilde{\epsilon}_k^{(n)}(n) w_j^{(n)}(n). \]
(9)
We then have the matched filter output as
\[ y_k^{(n)} = \sum_{n=0}^{N-1} \hat{r}_k^{(n)}(n)x_k(n). \]
(10)
Note that the optimization criteria for these two types of partial PICs expressed in (3) and (10) are different. In the non-adaptive type partial PIC, the optimal factor, \( c_k^{(i)} \), is determined based on the minimization of the ensemble error averaged over all transmission bits. In other words, optimal weights apply to all received bit signals. On the other hand, the optimal weight for the adaptive partial PIC, \( w_k^{(n)}(n) \), is obtained by minimizing the ensemble error averaged over a certain bit interval (given the bit decision in the previous stage). The LMS algorithm is re-initiated at the beginning of each bit period. The input signals in (8) take on different bit decision values for different stages. The signature sequence is also changed bit-by-bit when the long code is used. As a result, the optimal weights change for each bit duration.

We then extend the signal model to multipath channels. Denote the transfer function of the channel impulse response for the kth user as
\[ \mathbb{H}_k(z) = \sum_{l=0}^{L-1} h_{kl} z^{-\tau_{kl}}, \]
(11)
where \( h_{kl} \) and \( \tau_{kl} \) are the gain and delay values for the kth path, respectively, and L is the number of paths. In the receiving end, we can use the maximal ratio combining (MRC) to demodulate the signal. Let the equivalent baseband received signal be expressed by
\[ r(n) = \sum_{l=0}^{L-1} \sum_{k=1}^{K} b_k \alpha_k h_{kl} x_k(n - \tau_{kl}). \]
(12)
The first stage output signal is given by
\[ y_k^{(1)} = \sum_{l=0}^{L-1} y_{k,l}^{(1)} h_{kl}, \]
(13)
where the branch output from the MRC can be formed as
\[ y_{k,l}^{(1)} = \sum_{n=0}^{N-1} r(n)x_k(n - \tau_{kl}). \]
(14)
Following the signal model for the AWGN channel, we can obtain the regenerated received signal as
\[ \hat{r}_k^{(i)}(n) = \sum_{l=0}^{L-1} \sum_{k=1}^{K} \hat{r}_k^{(i)}(n - \tau_{kl}) w_k^{(l)}(n), \]
(15)
where \( w_k^{(l)}(n) \) denotes the weight for the lth path of the kth user in the ith stage. We can then formulate the error signal as that in (4), and have a counterpart of \( \hat{r}_k^{(i)}(n) \) in (5) as
\[ \hat{r}_k^{(i)}(n) = r(n) - \sum_{l=0}^{L-1} \sum_{j=k}^{N} \hat{r}_j^{(i)}(n - \tau_{j,l}) w_j^{(l)}(n). \]
(16)
The ith-stage matched output using the MRC is then
\[ y_k^{(i)} = \sum_{l=0}^{L-1} \sum_{n=0}^{N-1} \hat{r}_k^{(i)}(n)x_k(n - \tau_{kl}) h_{kl}. \]
(17)

3. Proposed algorithm

It can be seen from (6) that in the ideal condition (without noise), \( i^{(i)}(n) = r(n) \). In this case, the weights are obtained from (1) and (5) as
\[ w_k^{(i)}(n) = \begin{cases} a_k, & \hat{b}_k = b_k, \\ -a_k, & \hat{b}_k \neq b_k. \end{cases} \]
(18)
It is found that the ideal weights are determined by the bit decision results. Note that the adaptation period is constrained in one bit period since the ideal weight may...
be $+a_k$ or $-a_k$ for each bit. Thus the weight of each user tends to attain the desired value bit by bit. This is also the reason why the adaptive approach performs better than non-adaptive methods. However, although the LMS algorithm has the complexity advantage, its slow convergence may not lead the weights to the desired values in such a short period. In addition, the adapted weights are closely related to the parameters used in the LMS algorithm. Thus, when considering to improve the performance of the LMS algorithm, we have to take several factors into account such as the number of weights, the step size, the number of training data, noise variance, and the weight initials, etc. These factors may interact one another and complicates the adaptation procedure. In this paper, we will mainly focus on the first two factors, i.e., the weight numbers and the step size to obtain improved performance. We propose an algorithm that can reduce the number of adapted weight, leading to a smaller excess MSE (induced by the LMS algorithm). The algorithm also allows a larger step size, accelerating the convergence.

3.1. Weight pre-selection procedure

As mentioned, the MSE of the adaptive partial PIC is proportional to the number of weights adapted in the LMS algorithm. One way to improve the system performance is to reduce the number of weights updated in the LMS algorithm. Here, we propose an algorithm to do the job. The idea of the algorithm is described as follows. If the magnitude of the matched output for a user exceeds a predefined threshold, the corresponding decided bit is deemed reliable, and the weight corresponding to this bit is deactivated. In other words, this weight will not be included in the training process and it is set as the channel gain immediately. This algorithm can be easily expressed using a two step-size scenario described below:

$$\mu_k^{(t)} = \begin{cases} 0 & \text{if } |d_k^{(t-1)}| > a_k s_5^{(t)} , \\ \mu^{(t)} & \text{if } |d_k^{(t-1)}| \leq a_k s_5^{(t)} , \end{cases}$$

(19)

where $s_5^{(t)}$ denotes the normalized decision threshold. The step-size decision function, denoted as $A_{f}(\cdot)$, is shown in Fig. 2(a). Note that it is possible that some weights are erroneously decided. If this does happen, it will increase the noise variance in the LMS algorithm. Thus, the threshold $s_5^{(t)}$ has to be determined carefully.

![Fig. 2. Functions used in the proposed algorithm: (a) weight pre-selection function; (b) weight post-filtering function.](image)

3.2. Weight post-filtering procedure

It is well known that the convergent weights in the LMS algorithm are random. We can model the convergent weights as optimum weights plus noise. Thus, if we know the weight distribution, we can perform weight post-filtering (estimation). This will enhance the partial PIC performance furthermore. Fig. 3 shows a typical probability density function for the adapted weights. As we can see, the magnitudes of some weights are greater than the corresponding channel gains. However, these weights are not reasonable since a normal weight magnitude always falls between $\pm a_k$ to reflect the cancellation reliability. Thus, the performance can then be enhanced if the mis-adapted weights can be further filtered. Note that given a binary random variable embedded in AWGN, the MMSE estimate corresponds to a transformation with a hyperbolic tangent function. We can then apply the result here, and filter the convergent weights with the hyperbolic tangent function. Since the function is highly nonlinear, the performance analysis is difficult. We then use a piecewise linear function, denoted as $A_{f}(\cdot)$, instead. The function is shown in Fig. 2(b). Note that this function has two thresholds, denoted as $(s_7^{(t)}, s_8^{(t)})$. If a weight is greater than the right-hand side threshold $a_k s_7^{(t)}$, it is mapped to $a_k$. Similarly, if a trained weight is less than the left-hand side threshold $a_k s_8^{(t)}$, it is mapped to $-a_k$. The intermediate values between the thresholds would be kept unchanged.

As seen from Fig. 3, the weight distribution has different mean values for correct/erroneous decision outputs (in the previous stage). Normally, the weight initials for both correct and erroneous decisions are set as the channel gain $a_k$, and it takes more adaptation steps for weights with erroneous decisions to attain the ideal values around $-a_k$. In other words, the mean value of the adapted weights for erroneous decision bits will be closer to $-a_k$ if $N$ is larger. However, in a practical system, $N$ is usually not large enough. Thus, we have to use a large step size $\mu^{(t)}$ to speed up the convergence for users with

![Fig. 3. Probability density function of adapted weights from the LMS algorithm with processing gain $N=31$.](image)
erroneous decisions. However, a larger step size will enlarge the weight variance which adversely affect the final performance. Thus, the choice of the step size is critical. The two procedures proposed above can reduce the number of active weights and further filter the adapted weights. As a result, it is possible to use a larger step size without significantly increasing the weight variance. Apparently, the parameters used in the proposed algorithm are coupled one another, and their optimal values cannot be obtained individually. With some trial-and-errors, we can find a good compromise among parameters $\{y_1^{(0)}, y_2^{(0)}, \ldots, y_n^{(0)}\}$ such that near optimum performance can be achieved.

4. Performance analysis for a two-stage detector

The LMS algorithm has been analyzed and developed for over four decades. However, most results cannot be used here. This is because the step size used in this application is large and many assumptions required by the conventional analysis will be violated. The other reason is that we are most concerned about the transient behavior (due to small training period within one bit) while most works are only concerned about the steady-state behavior. In [26], we have derived optimum weights, weight error means, and weight error variances in the second stage for a two-stage adaptive partial PIC receiver shown in Fig. 1. Here, we extend the results to derive the bit error rate (BER) of the proposed algorithm, i.e., the receiver in Fig. 1 with the additional operations described in the preceding section. The first part of this section serves as an excerpt of the derivation in [26] where only important steps of the derivation will be highlighted. Interested readers can refer to [26] for more details.

4.1. Analysis of conventional algorithm

In [26], the single-user case was considered first. The exact solution of optimal weights, weight error means, and weight error variances for correct and erroneous decisions (of the first stage) were derived. For the two-user scenario, the optimal weights and weight error means were derived exactly, while the weight error variance were approximated from that in the single-user scenario. When the analysis is generalized to the multi-user case (i.e., $K > 2$), all the analytical results are approximated from a simplified two-user model. Assume that the first user is the desired user. We can then rewrite the $K$-user model in (2) as

$$y_1^{(1)} \approx a_1 b_1 + a_1 b_1 \rho + \gamma_{1},$$

where we assume that $a_1 = \sqrt{\sum_{j \neq 1} \gamma_j^2}$ and $b_1 \in \{\pm 1\}$. Here, $a_1$ represents the equivalent amplitude of a virtual user, and $\rho$ the equivalent correlation of the desired and the virtual user. Also note that $b_1$ is virtual and we do not need its actual value for multi-user cases in derivation. For simplicity the superscript ($i=2$) on the adapted weights are omitted throughout this section.

4.1.1. Optimal weight analysis

The Wiener solution for optimal weights can be represented by $w_{\text{opt}}^{\gamma} = Q^{-1}p$ where the correlation matrix of input signals is expressed by $Q = f[y_2^{(2)}(n) y_2^{(2)}(n)^T]$ with $y_2^{(2)}(n) = [y_2^{(1)}(n), y_2^{(1)}(n)]^T$. The crosscorrelation vector is given by $p = f[x^{(2)}(n) y_2^{(2)}(n)]$. The joint probability density function for the random vector $\gamma = [\gamma_{1}, \gamma_{2}]$ is jointly Gaussian and

$$f(\gamma) = \frac{1}{2\pi |C_\gamma|^{1/2}} \exp \left\{ -\frac{1}{2} \gamma^T C_\gamma^{-1} \gamma \right\}$$

where the covariance matrix is given as

$$C_\gamma = E[\gamma \gamma^T] = \begin{bmatrix} \sigma^2 & \rho \sigma^2 \\ \rho \sigma^2 & \sigma^2 \end{bmatrix}.$$  

Note that $Q$ and $p$ are functions of $b_1^{(1)}$ and $b_2^{(1)}$, while the both bit decision outputs are functions of $\gamma$ and $\rho$. Further, we can see that $\gamma$ is also dependent on $\rho$. Our objective is to derive the optimal weights with closed-form expressions for first stage correct and erroneous decision outputs under AWGN, and the final result may appear differently from the noise-free case in (18).

The first part of the analysis work is to obtain the conditional optimal weights given fixed $\gamma$ and $\rho$. Then we remove the conditions by nested expectation operations. We denote the optimal weight vectors for the first stage correct and erroneous decisions by $w_{\text{opt},1}^{\gamma} = [w_{\text{opt},1}^{\gamma 1}, w_{\text{opt},1}^{\gamma 2}]^T$ and $w_{\text{opt}}^{\gamma} = [w_{\text{opt}}^{\gamma 1}, w_{\text{opt}}^{\gamma 2}]^T$, respectively. In the following, we give the derivations for the first stage correct decision as an example. The derivation for erroneous first-stage decision can be also conducted in a similar way.

(a) Express the optimal weight given specific $\rho$ and $\gamma$. Denote a decision pattern from a specific $\rho$ and $\gamma$ (represented by $\hat{\gamma}$) to be $\hat{B} = \text{diag}(b_1, b_1)$. The Wiener solution given $\rho$ and $\hat{\gamma}$ is represented by $\hat{w}_{\text{opt}}^{\gamma} = A\hat{B} \hat{b} + \hat{B} R^{-1} \hat{\gamma}$, where $A = \text{diag}(a_1, a_1)$, $\hat{b} = [b_1, b_1]^T$, and the correlation matrix is given by

$$R = \begin{bmatrix} 1 & \rho \\ \rho & 1 \end{bmatrix}.$$  

(b) Express the optimal weight given a specific $\rho$ and averaged $\gamma$ for different first stage bit decisions. As we can see from (23), the second-stage optimal weights depend on $\hat{B}$. There are four decision patterns, i.e., $\{b_1^{(1)}, b_2^{(1)}\} = \{\pm b_1, \pm b_1\}$. Note that for each decision pattern, we have two bit patterns that $b_1=b_1$ and $b_1 \neq b_1$. Let $\mathbb{U}^i$ denote the set of $\hat{\gamma}$ yielding the $i$th decision for the $j$th bit pattern. Then,

$$w_{\text{opt}}^{\gamma i} = A\hat{B}^i \hat{b} + \hat{B}^i R^{-1} E_{\gamma i}[\hat{\gamma}],$$

where $\hat{B}^i$ denotes the $i$th decision pattern, $\hat{b}^i$ denotes the $j$th bit pattern and the noise integration is given by

$$E_{\gamma_i}[\hat{\gamma}] = \int_{\gamma_{1}} \gamma f(\gamma) d\gamma \int_{\gamma_{2}} f(\gamma) d\gamma.$$
The complete set of $U^{ji}$ for all decision and bit patterns is shown in Table 1. The complete set for the conditional optimal weights in (25) is presented in Table 2 (the results for $b_i = 1$ are identical to that for $b_i = -1$).

(c) Express the optimal weight given a specific $\rho$ and averaged $\gamma$ for first stage correct decision. We can see in (25) that the optimal weight of one user is coupled to the other user due to $R$. Our objective is to derive $w_{\text{opt}}^c$ and $w_{\text{opt}}^r$ for individual users. Thus we have to determine the components of $w_{\text{opt}}^c = [w_{\text{opt}}^{c_1}, w_{\text{opt}}^{c_2}]^T$ user by user. For example, the optimal weight for the first user with correct decision and a given $\rho$ is

$$w_{\text{opt}}^{c_1} = \frac{1}{P_c_1} \sum_{c_1} w_{\text{opt}}^{c_1}, p_{y_i}$$

where $p_{y_i} = \int_{U^{ji}} f(\gamma) d\gamma$, $C_1 = U^{11} \cup U^{12} \cup U^{21} \cup U^{22}$, and $P_{C_1} = P_{11} + P_{12} + P_{21} + P_{22}$.

(d) Express the optimal weight given averaged $\rho$ and averaged $\gamma$ for first stage correct decision. Taking the first user as example, we have

$$w_{\text{opt}}^{c_1} = E_{\rho} w_{\text{opt}}^{c_1} = \frac{1}{\sum_p P_{p_1} P_{C_1}} \sum_p w_{\text{opt}}^{c_1} P_{p_1} P_{C_1},$$

where the distribution for the correlation coefficient is given by a two-user model as

$$P_{\rho} = \frac{1}{N^2} \left( N(1 + \rho)/2 \right).$$

### Table 1
Sets of $\gamma$ for all decision and bit patterns.

<table>
<thead>
<tr>
<th>$U^{ji}$</th>
<th>$b^{ji}$</th>
<th>Range for $\gamma_1$</th>
<th>Range for $\gamma_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U^{11}$</td>
<td>$[1, 1]$</td>
<td>$\gamma_1 &gt; -(a_1 + a_2)\rho$</td>
<td>$\gamma_1 &gt; -(a_1 + a_2)$</td>
</tr>
<tr>
<td>$U^{12}$</td>
<td>$[1, -1]$</td>
<td>$\gamma_1 &gt; -(a_1 - a_2)\rho$</td>
<td>$\gamma_1 &gt; -(a_1 - a_2)$</td>
</tr>
<tr>
<td>$U^{21}$</td>
<td>$[-1, 1]$</td>
<td>$\gamma_1 &gt; -(a_1 + a_2)\rho$</td>
<td>$\gamma_1 &gt; -(a_1 + a_2)$</td>
</tr>
<tr>
<td>$U^{22}$</td>
<td>$[-1, -1]$</td>
<td>$\gamma_1 &lt; -(a_1 + a_2)\rho$</td>
<td>$\gamma_1 &lt; -(a_1 + a_2)$</td>
</tr>
<tr>
<td>$\bar{U}$</td>
<td>$[-1, 1]$</td>
<td>$\gamma_1 &lt; -(a_1 + a_2)\rho$</td>
<td>$\gamma_1 &lt; -(a_1 + a_2)$</td>
</tr>
</tbody>
</table>

### Table 2
Complete list of conditional optimal weights ($a=\{1, -1\}$ and $J$-diagonal $[1, -1]$).

<table>
<thead>
<tr>
<th>$w_{\text{opt}}^{11}$</th>
<th>$w_{\text{opt}}^{12}$</th>
<th>$w_{\text{opt}}^{21}$</th>
<th>$w_{\text{opt}}^{22}$</th>
<th>$w_{\text{opt}}^{31}$</th>
<th>$w_{\text{opt}}^{32}$</th>
<th>$w_{\text{opt}}^{41}$</th>
<th>$w_{\text{opt}}^{42}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a + R^1 E_i(y^{11})$</td>
<td>$a + R^1 E_i(y^{12})$</td>
<td>$-a + J^1 R^1 E_i(y^{21})$</td>
<td>$-a + R^1 E_i(y^{22})$</td>
<td>$Ja + J^1 R^1 E_i(y^{31})$</td>
<td>$Ja - R^1 E_i(y^{32})$</td>
<td>$-Ja + J^1 R^1 E_i(y^{41})$</td>
<td>$-Ja - R^1 E_i(y^{42})$</td>
</tr>
</tbody>
</table>

### 4.1.2. Weight error mean analysis
Let the adapted weight of the kth user given $\hat{y}$ and $\rho$ and correct first-stage decision as $\hat{w}_{\text{opt}}^{c_1}(n), k = 1, J$. Then the weight error vector for correct decision is expressed by $\hat{\xi}(n) = [\hat{\xi}_{11}(n), \hat{\xi}_{12}(n)]^T$ with $\hat{\xi}_{11}(n) = \hat{w}_{\text{opt}}^{c_1}(n) - w_{\text{opt}}^{c_1}$. From (27) we see that $\hat{w}_{\text{opt}}^{c_1}$ is derived from $w_{\text{opt}}^{c_1}$. Thus, we also consider the conditional weight errors as

$$\hat{\xi}(n) = \hat{w}^{c_1}(n) - w_{\text{opt}}^{c_1},$$

where the conditional weights are defined as

$$\hat{w}^{c_1}(n) = (w(n))_{\gamma \in U^{ji}}.$$

After some algebraic manipulations, we can have the weight error mean vector as

$$\hat{\xi}_{M,1}(n) = [\hat{\xi}_{M,1}(n), \hat{\xi}_{M,2}(n)]^T = E_{\gamma} [\hat{\xi}(n)]$$

$$= \left( 1 - \frac{\mu^2}{N} \hat{B} \hat{R} \hat{B} \right)^n \hat{\xi}_{M,1}(0),$$

where

$$\hat{\xi}_{M,1}(0) = (w(0)) - \hat{w}_{\text{opt}}^{c_1}.$$ The weight error mean for the first user conditioned on only the first stage correct decision and $\rho$ is represented by

$$\hat{\xi}_{M,1}(n) = E_{\gamma} [\hat{\xi}(n)] = \frac{1}{P_{C_1}} \sum_{c_1} \xi_{M,1}(n) P_{y_i}.$$

Then, the averaged weight error mean for correct decision for the first user can be obtained by

$$\hat{\xi}_{M,1}(n) = E_{\rho} [\hat{\xi}(n)] = \frac{\sum_{\rho} \xi_{M,1}(n) P_{\rho} P_{C_1}}{\sum_{\rho} P_{\rho} P_{C_1}}.$$

### 4.1.3. Weight error variance analysis
The weight error variance for correct decision is defined as $\sigma_{w_{\text{opt}}^{c_1}(n)} = E[(\hat{w}_{\text{opt}}^{c_1}(n) - \hat{w}_{\text{opt}}^{c_1}(n))^2]$. The exact analysis for the weight error variance is difficult for multiple users. Thus the analytical result in the single-user case is used to approximate that in the multiple-user scenario, which is

$$\sigma_{w_{\text{opt}}^{c_1}(n)} = \sigma_{\hat{w}_{\text{opt}}^{c_1}(n)} + \sigma_{\hat{w}_{\text{opt}}^{r_1}(n)},$$

where $\sigma_{\hat{w}_{\text{opt}}^{c_1}(n)}$ is expressed as

$$\sigma_{\hat{w}_{\text{opt}}^{c_1}(n)} = \left[ \frac{\mu^2}{N^2} \right] \left[ \frac{\sigma_\gamma^2 \left( \frac{1 - 2^{2\gamma}}{1 - 2\gamma} \right)}{1 - 2\gamma} \right].$$

where $\gamma = 1 - \mu^2/N$. We also have $\sigma_{\hat{w}_{\text{opt}}^{r_1}(n)} = E_{\rho} [\hat{w}_{\text{opt}}^{r_1}(n)]$ where

$$\hat{w}_{\text{opt}}^{r_1}(n) = \hat{B}_{11}^2 P_{S1} + \hat{B}_{12}^2 (n) P_{S2} \left( \frac{P_{S}}{P_{B}} \right).$$

In the above equations, we have $U^{51} = U^{11} \cup U^{21}$, $U^{52} = U^{12} \cup U^{22}$, $B = U^{51} \cup U^{52}$, and $P_B = P_{S1} + P_{S2}$. The term $\hat{w}_{\text{opt}}^{r_1}(n)$ is expressed as

$$\hat{w}_{\text{opt}}^{r_1}(n) = \left\{ \begin{array}{ll} (1 - 2^\gamma) E_{\gamma} (\gamma_1 > -(a_1 + a_2)\rho) & \gamma_1 > -(a_1 + a_2)\rho, \quad j = 1, \\ (1 - 2^\gamma) E_{\gamma} (\gamma_1 > -(a_1 - a_2)\rho) & \gamma_1 > -(a_1 - a_2)\rho, \quad j = 2. 
\end{array} \right.$$
4.2. Analysis of proposed algorithm

We assume that each user has the same power such that \( a_k^2 = \sigma_n^2 \), \( \forall k \) for the analysis hereafter. The generalization to the power-imbalance scenario is straightforward. Substituting (9) into (10), we can have the de再说 pseud output of the second stage for the first user as

\[
y_1^{(2)} = a_1 b_1 + \sum_{j=1}^{J} (a_j b_j - w_j(N) b_j^{(1)}) p_{j1} + \gamma_1.
\]

(40)

Note that the stage number on the superscript of \( w_j(N) \) is omitted. Assuming that \( y_1^{(2)} \) is a Gaussian random variable, we can estimate the BER in the second stage output. Note that we have the mean of \( y_1^{(2)} \) as \( a_1 b_1 \). If interference cancellation is perfect with the ideal weights obtained in (18), the variance of \( y_1^{(2)} \) is just \( \sigma^2 \). However, since the interference cancellation is not perfect even for the proposed algorithm, the variance will be increased. There are two major sources of imperfect interference cancellation as demonstrated in the interference term of (40). The first residual interference results from erroneously selected weights (set as the channel gain) out of the pre-selection procedure; the increased variance is denoted by \( \sigma_{out}^2 \). The other one is due to imperfect interference cancellation using adapted and post-filtered weights; the increased variance is denoted by \( \sigma_{f}^2 \). Thus, the overall interference and noise variance is

\[
\sigma^2_{out} = \sigma^2 + \sigma_{out}^2 + \sigma_{f}^2.
\]

(41)

Without loss of generality, we let \( b_1 = 1 \). Assuming that the interference in (2) is Gaussian distributed, we can have the first stage BER as

\[
P_e^{(1)} = \Phi \left( \frac{a_1}{\sigma^2 + \frac{1}{N} \sum_{j=1}^{J} a_j^2} \right),
\]

(42)

where \( \Phi(\cdot) \) is the Q-function. Then the probability that the user has correct decision in the first stage and its output is greater than the weight-selection threshold \( (b_1 = 1 \text{and } y_1^{(1)} > c_s^{(2)} a_1) \) is

\[
P_{SC} = \Phi \left( \frac{a_1 (c_s^{(2)} - 1)}{\sqrt{\sigma^2 + \frac{1}{N} \sum_{j=1}^{J} a_j^2}} \right).
\]

(43)

In other words, \( P_{SC} \) is the probability of correct weight pre-selection. In a similar way, the probability of erroneous weight pre-selection \( (b_1 = 1 \text{and } y_1^{(1)} < c_s^{(2)} a_1) \) is

\[
P_{SE} = \Phi \left( \frac{a_1 (c_s^{(2)} + 1)}{\sqrt{\sigma^2 + \frac{1}{N} \sum_{j=1}^{J} a_j^2}} \right).
\]

(44)

For the users whose first-stage outputs are greater than \( c_s^{(2)} a_k \), the corresponding weights will not be adapted during the LMS algorithm. The interference power due to erroneous cancellation of the \( j \)-th interference in (40) is calculated by

\[
V_i = E[(a_j b_j - \tilde{w}_j(N) b_j^{(1)}) c_s^{(2)} a_k] = 4a_k^2 / N.
\]

(45)

where \( E[\rho^2_{ij}] = 1/N \) is used, and we have \( \tilde{w}_j(N) = a_j \) and \( b_j = -b_j \) in this case. The effective weight number in the LMS algorithm is reduced from \( K \) to \( K_{eff} \) where \( K_{eff} \) is approximated by \( K_{eff} = K(1 - P_{SC} - P_{SE}) \). Note that \( K_{eff} \) may not be an integer since it represents an estimate of the averaged weight number. Then we have

\[
V_5 = K P_{SE} V_l.
\]

(46)

The enlarged effective noise variance can be obtained as \( \sigma_{eff}^2 = \sigma^2 + V_5 \). The mean and variance values of \( \tilde{w}_j(N) \) and \( \tilde{w}_j^N(N) \) can be approximated by the analytic results in (35) and (36), respectively. Note that when applying the analytic results in the last subsection to the weight outputs of the pre-selection module, we have to change the weight number from \( K \) to \( K_{eff} \), the noise variance from \( \sigma^2 \) to \( \sigma_{eff}^2 \), and let \( a_1 = a_1 / \sqrt{K_{eff} - 1} \).

Now we calculate \( \gamma \). We treat \( \gamma \) as the sum of two contributors from the interference cancellation: one is \( V_{IC} \) contributed from \( \tilde{w}_j(N) \) and the other one, \( V_{ES} \), from \( \tilde{w}_j^N(N) \). We denote their corresponding probability density functions as \( f(\tilde{w}_j(N)) \) and \( f(\tilde{w}_j^N(N)) \), respectively. Fig. 3 gives an example of the simulated distribution outputs. When \( \tilde{w}_j^N(N) > c_s^{(2)} a_1 \), no cancellation error will be introduced. Rather, the weights falling on regions ‘A’ and ‘B’ in the figure will introduce residual errors and the corresponding interference is represented by

\[
V_{FC,j} = E[\rho^2_{jk}] \int_{c_s^{(2)} a_1}^{\infty} (\tilde{w}_j^N(N) - c_s^{(2)} a_1)^2 f(\tilde{w}_j^N(N)) d\tilde{w}_j^N(N)
+ V_f \int_{-\infty}^{c_s^{(2)} a_1} f(\tilde{w}_j^N(N)) d\tilde{w}_j^N(N),
\]

(47)

where \( V_f \) is obtained in (45). Under the assumption of the Gaussian distribution, the cumulative density function of regions ‘A’ and ‘B’ can be found to be

\[
P_{FC,j} = 1 - \Phi \left( \frac{\tilde{w}_j^N(N) - \eta_{C,j}}{\sigma_{C,j}} \right), \tag{48}
\]

where \( \eta_{C,j} \) and \( \sigma_{C,j} \) are the analytical weight mean and standard deviation for correct decision output of the \( j \)-th interference as given in (35) and (36), respectively. As to \( \tilde{w}_j^N(N) \), erroneous weight decision occurs when \( \tilde{w}_j^N(N) > c_s^{(2)} a_1 \), i.e., \( A_f(\tilde{w}_j^N(N)) = a_1 \) and \( E[(a_j b_j - \tilde{w}_j^N(N) b_j^{(1)})^2] = E[(a_j b_j - a_1) (\tilde{w}_j(N) - b_j)^2] = 4a_k^2 \), as denoted by the region ‘C’ in the figure. Thus, we have

\[
V_{FE,j} = V_f \int_{-\infty}^{c_s^{(2)} a_1} f(\tilde{w}_j^N(N)) d\tilde{w}_j^N(N) + E[\rho^2_{jk}] \int_{c_s^{(2)} a_1}^{\infty} (\tilde{w}_j^N(N) - a_1)^2 f(\tilde{w}_j^N(N)) d\tilde{w}_j^N(N),
\]

(49)

where the second term in (49) corresponds to the interference level resulting from weights in region ‘D’ of the figure. The cumulative density function of regions ‘C’ and ‘D’ is expressed by

\[
P_{FE,j} = \Phi \left( \frac{\tilde{w}_j^N(N) - \eta_{E,j}}{\sigma_{E,j}} \right), \tag{50}
\]

where \( \eta_{E,j} \) and \( \sigma_{E,j} \) are the counterparts of \( \eta_{C,j} \) and \( \sigma_{C,j} \), respectively, for erroneous decision outputs. Then, \( V_{FC,j} \)
and \( V_{FE} \) can be combined as
\[
V_F = \sum_{j \neq 1} \frac{V_{PC,j}P_{PC,j}V_{FE}P_{FE,j}}{P_{PC,j}+P_{FE,j}}.
\] (51)

Finally, we can express the BER in the second stage output from (41), (46) and (51) as
\[
P_\epsilon^{(2)} = Q\left(\frac{a_1}{\sigma_{out}}\right).
\] (52)

5. Simulation results

In this section, we report simulation results to demonstrate the effectiveness of the proposed algorithm. We use random codes with \( N=31 \) as spreading sequences, and first consider parameter optimization in the proposed algorithm. As described, there are two new operations in the proposed algorithm, i.e., weight pre-selection and post-filtering. In the first set of simulations, we only consider the operation of weight post-filtering. We let \( \psi_1^{(2)} = 0.0 \) and do not conduct weight pre-selection. The user number is 20 and \( E_b/N_0=7 \) dB (\( E_b=q_0^2 \) and \( N_0=2\sigma^2 \)).

Fig. 4 shows the performance comparison for different \( \mu^{(2)} \) and \( \sigma^{(2)} \) values. In the figure the optimal step size is normalized such that \( \mu^{(2)} = \mu^{(2)}/N \). It can be noted that when \( \psi_1^{(2)} \) is set higher (e.g., 0.7), the enlarged step size from 0.036 to 0.048 does not provide significant performance gain. However, when the post-filtering is reinforced by setting that \( \psi_1^{(2)} < 0.3 \), the performance improvement for larger step sizes can be observed. This is because the over-adapted weights due to faster adaptation from a larger step size can be effectively corrected by the post-filtering procedure and thus the error rate decreases. We then incorporate the weight pre-selection step and the result is shown in Fig. 5. In the figure we can observe that the optimal parameter set given \( \mu^{(2)} = 0.048 \) can be determined as \( \psi_1^{(2)} = 1.2 \). Comparing these figures we also find that the performance becomes less sensitive to the variation of post-filtering setting for \( \psi_1^{(2)} \) > 0.4 when the weight pre-selection is utilized. This may be attributed to the fact that, for most users with high reliability, their adapted weights are usually close to the channel gain if no pre-selection is applied. When weight pre-selection is incorporated, most of the weights with large magnitudes will be deactivated. Therefore the influence of \( \psi_1^{(2)} \) on the performance is reduced. The optimization procedure for \( \psi_1^{(2)} \) is similar to that of \( \psi_1^{(2)} \) and is set as \( \psi_1^{(2)} = -0.2 \) in the remaining simulations.

Now we report the performance comparison for various multiuser receivers. We consider partial PIC receivers which include the conventional matched filter, the non-adaptive partial PIC (referred to as PPIC) described in (3), the conventional adaptive partial PIC (referred to as the APPIC) described in (4)–(10), and the proposed algorithm. Optimum parameters in each algorithm are obtained empirically (such as \( c_i^{(2)} \) for PPIC, \( \mu^{(2)} \) for APPIC, as well as the \( \mu^{(2)} \) and thresholds for \( A_S(\cdot) \) and \( A_F(\cdot) \) in the proposed algorithm). We first compare the performance of the proposed algorithm and other methods for different user numbers with \( E_b/N_0=7 \) dB. We let the maximum stage number be five. The optimal \( c_i^{(2)} \) (same for all users) from Stage two to five are determined as \( \{0.6,0.65,0.7,0.75\} \). The optimal \( \mu^{(2)} \)'s for APPIC are \( \{0.02,0.009,0.004,0.002\} \). The optimal \( \mu^{(2)} \) for the proposed algorithm are set as \( \{0.055,0.05,0.045,0.04\} \), and the thresholds as \( \{\psi_1^{(2)}, \psi_2^{(2)}, \psi_3^{(2)}\} = \{1.2, -0.2, 0.4\} \) for all stages. Fig. 6 shows the BER performance of the second stage output.
output. We can find that the conventional matched filter receiver gives the worst result due to MAI. The proposed algorithm performs better than APPIC in all cases. In the figure, the theoretical result in (52) is also shown for comparison. It can be seen that the analysis is accurate when the number of users is small while deviates from the simulated result gradually as the user number grows. This is reasonable since the weight behavior analysis of the LMS algorithm is approximated from that of the single-user and two-user cases under the assumption of power balance. We also show the performance for the outputs of the fifth stage in Fig. 7. As we can see, the performance of all adaptive partial PIC receivers are close to the single-user bound when the number of users is
small. Also note that, from the empirical parameter setting stated above, the optimal step sizes in the proposed algorithm are larger than those in the conventional APPIC approach. Thus, the convergence can be accelerated, and then the performance can be improved accordingly. We then conduct the performance comparison under different $E_b/N_0$’s (10 users). Figs. 8 and 9 show the performance comparison for the second and fifth stage outputs, respectively. The parameters used here are the same as those in Fig. 6. We can observe that the performance of the proposed algorithm is close to the single-user bound for low to median $E_b/N_0$ values. The analytic result for the proposed algorithm at the second stage output is also shown in Fig. 8. From the figure, we can see that the behavior of the analytic result is quite similar to that of simulations for low to moderate $E_b/N_0$ values. We also compare the system performance under a power-imbalanced scenario. The user powers are equally distributed in linear scale and the power ratio between the strongest and weakest users is set as 15 dB. The
parameters are kept unchanged except that the optimal $\beta^{(i)}$ values for APPIC are set as $[0.034, 0.01, 0.005, 0.002]$. In Figs. 10 and 11, we show the BER performance for the weakest user in the second and fifth stage outputs, respectively. It can be seen that the proposed algorithm provides a significant performance gain, especially when the user number is large. Note that the proposed algorithm can make the performance of the weakest user indistinguishable from the single-user bound when the user number is smaller than 20. The reason for this superior performance is due to the fact that stronger users have lower probability of errors. As a result, the weight pre-selection function tends to set the cancellation weights of stronger users as their channel gains, and the effective user number in the LMS algorithm is then decreased stage-by-stage. This behavior is very similar to that in the SIC approach. In addition, the interference is further reduced with the filtered weights. Thus the proposed algorithm can approach the single user bound, just like what SIC performs, but with fewer stages. The performance comparison for the second stage output as depicted in Fig. 10 shows that the gap between the
analytic and simulated results is larger when the number of users is smaller. This may be due to the fact that the theoretical results are derived with the approximation of the equal-power two-user scenario. When the number of users is smaller and the power is imbalanced, the approximation is less valid and analytic results are less accurate.

In the following, we consider the performance of the proposed algorithm under the multipath fading channel.

We use a two-path fading channel where the second path is one chip delay with respect to the main path, and each path gain is Gaussian distributed with zero mean and equal variance. The optimal weights for PPIC are determined as \( \{0.7, 0.8, 0.85, 0.9\} \). The optimal \( \tilde{\mathbf{r}} \) are set as \( \{0.012, 0.007, 0.003, 0.001\} \) for APPIC and \( \{0.025, 0.023, 0.021, 0.02\} \) for the proposed algorithm. The thresholds are given as \( \zeta_0 = 2.4, \zeta_\text{PM} = -0.5, \) and \( \zeta_\text{E} = 0.5 \) for all stages. The result is shown in Fig. 12, and we can
see that the proposed algorithm still performs better than other approaches.

An attractive feature for the proposed algorithm is that the adaptation is conducted chip-by-chip and convergence is fast. Each time when a new bit is received, the weight values are reset and then adjusted. The larger the value of $N$, the more data we can have and the better performance we can expect. To conform this assertion, we then conduct simulations with the scenario of varied $N$.

Fig. 13 shows the performance comparison for the second stage output. The simulation configuration is the same as that of Fig. 6 except that the stepsize is kept constant ($\mu^{(2)} = 0.048 \times 31$ for all $N$ values). From the figure, we can observe that the system performance will approach the single-user bound when $N$ is large.

In the adaptive PPIC receiver scenario, the channel information is required for the determination of initial values. When the proposed algorithm is utilized, the
channel information is further used to determine the optimal parameters. All of the simulations conducted above have assumed perfect channel estimation. However, in a practical system, the channel estimation error always exists, and its effect has to be taken into account. To have an idea how multiuser detection algorithms are affected by the error, we model the error as a Gaussian random variable with a standard deviation of $\sigma_a$ and conduct simulations for different $\sigma_a$'s. Fig. 14 shows the simulation result. It can be seen in the figure that the proposed algorithm always performs better than PPIC under different levels of channel estimation error.

6. Conclusions

Multiuser detection is one of the key techniques for enhancing the capacity of DS-CDMA systems. Due to its simplicity and effectiveness, the adaptive partial PIC receivers has been considered as a promising approach in multiuser detection. In this paper, we propose an enhanced algorithm for the adaptive partial PIC. The main idea is to use a weight pre-selection procedure and a post-filtering scheme to reduce the weight error variance. Simulation results show that the proposed algorithm outperforms the conventional adaptive approach in all scenarios. In power-imbalanced systems, the proposed algorithm can even approach the single-user bound. We also conduct performance analysis and derive the output BER in the second stage. Simulations confirm that the analytic results are accurate. In addition to dealing with MAI in single-carrier CDMA systems, the proposed algorithm can also be extended to inter-code interference (ICI) problem in multicarrier CDMA (MC-CDMA) systems [27–29]. Note that the MC-CDMA system has been considered as a candidate for advanced wireless communication. Research on this subject is now underway.

References