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I. INTRODUCTION

Vibrational infrared (IR) spectra of gas-phase O–H· · · O methanol clusters up to pentamer are simulated using self-consistent-charge density functional tight-binding method using two distinct methodologies: standard normal mode analysis and Fourier transform of the dipole time-correlation function. The twofold simulations aim at the direct critical assignment of the C–H stretching region of the recently recorded experimental spectra [H.-L. Han, C. Camacho, H. A. Witek, and Y.-P. Lee, J. Chem. Phys. 134, 144309 (2011)]. Both approaches confirm the previous assignment (ibid.) of the C–H stretching bands based on the B3LYP/ANO1 harmonic frequencies, showing that \( \nu_3, \nu_9, \) and \( \nu_2 \) C–H stretching modes of the proton-accepting (PA) and proton-donating (PD) methanol monomers experience only small splittings upon the cluster formation. This finding is in sharp discord with the assignment based on anharmonic B3LYP/VPT2/ANO1 vibrational frequencies (ibid.), suggesting that some procedural faults, likely related to the breakdown of the perturbational vibrational treatment, led the anharmonic calculations astray. The IR spectra based on the Fourier transform of the dipole time-correlation function include new, previously unaccounted for physical factors such as non-zero temperature of the system and large amplitude motions of the clusters. The elevation of temperature results in a considerable non-homogeneous broadening of the observed IR signals, while the presence of large-amplitude motions (methyl group rotations and PA-PD flipping), somewhat surprisingly, does not introduce any new features in the spectrum. © 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4893952]
large molecular systems. Another drawback shared by the two approaches discussed above concerns two very fundamental differences between the experimental and theoretical systems. Namely, the experiment is always conducted on an ensemble of molecules at some finite temperature, while theoretical simulations almost always concern a single molecule or molecular clusters at \( T = 0 \) K. Needless to say, the last two fundamental differences between experimental vibrational spectra and those derived by NMA as mentioned above may lead to very different character of the measured and simulated spectra, especially with regards to the intensity patterns.

A powerful alternative to NMA is extracting IR and Raman spectra from molecular dynamics (MD) simulations using the Fourier transformation of appropriate time correlation functions (FT-TCF).\(^{15-17}\) The usual methodology of obtaining the FT-TCF spectra is quite simple. First, a MD trajectory for a given molecular ensemble at some finite temperature is simulated and a sequence of values of \( \mu \) (for IR spectra) and/or of \( \alpha \) (for Raman spectra) is recorded as a function of time. Subsequently, the spectrum is constructed from the Fourier transform of the time autocorrelation functions of \( \mu \) or \( \alpha \). In principle, it is sufficient to perform the Fourier transformation on data obtained from a single MD trajectory, but for practical purposes this approach is not advisable as the trajectory should be exceedingly long in order to allow the ensemble to visit all important sampling region of the configuration phase space. Instead, it is much more practical to assume the validity of the ergodic hypothesis, run a large number of independent MD trajectories, and average the resulting partial spectra into the final vibrational IR or Raman spectra. Note that the quality of spectra obtained in this way seems to confirm the validity of this hypothesis. It seems sufficient to average approximately 100 partial spectra, but in exceptional cases this number can be larger before the convergence of sampling is achieved. FT-TCF spectra naturally account for the anharmonic and finite-temperature effects can appropriately address bulk materials, and enable one to estimate the positions and intensities of overtones and/or combination bands. The advantages are slightly overshadowed by limitations associated with a large number of expensive MD trajectories required, which limits the applicability of this approach to relatively small systems.\(^{18-23}\) Another difficulty associated with this approach concerns the somewhat cumbersome way of assigning the observed spectral bands to particular molecular vibrations.\(^{24-27}\)

In the current study, to overcome the computational time limitations, we employ the self-consistent-charge density functional tight-binding (SCC-DFTB or shortly DFTB) method.\(^{28,29}\) DFTB can be regarded as an approximated version of density functional theory (DFT).\(^{30,31}\) The approximations allow for considerable time savings in comparison to DFT and permit one to treat systems containing up to a few thousands of atoms and to run MD trajectories as long as a few nano-seconds with accuracy comparable but slightly inferior to DFT. The resulting finite temperature, dynamic vibrational FT-TCF/DFTB spectra, used previously in a number of studies,\(^{32-39}\) can be compared with the usual NMA/DFTB spectra, which are readily computable using the analytical SCC-DFTB Hessian code\(^{40-42}\) and have been reported in a number of publications.\(^{43-47}\) Note that the benchmark calculations suggest that SCC-DFTB is more accurate than other semi-empirical methods for vibrational analysis,\(^{48}\) especially when used in conjunction with the parameters re-optimized especially for this purpose.\(^{49}\)

In the current study, we employ the FT-TCF/DFTB formalism for modeling the IR spectra of methanol clusters. Methanol is one of the simplest organic molecules having a capability to form hydrogen-bonded clusters. The mechanism responsible for the cluster formation is similar to that involved in the formation of water clusters, but new phenomena, such as hydrophobic interactions of methyl groups or participation of the C–H bonds in weak hydrogen bonding, can also play some role. Theoretical predictions of stable forms of methanol clusters, their binding energies, and vibrational spectra are highly desirable to assist further understanding of these systems. In experiment, an usual source of information about methanol clusters is gas-phase IR spectroscopy.\(^{50-55}\)

Computational studies of such clusters typically rely on DFT or \textit{ab initio} methods.\(^{56-60}\) In recent years, special attention was given to comprehend the spectral fingerprint of methanol clusters in the C–H stretching and the O–H stretching regions as the function of the number of monomers.\(^{50-54,70}\) In particular, our recent publication\(^{54}\) reported a joint experimental-computational study of the IR absorption spectra of gas-phase (\( \text{CH}_3\text{OH} \))\(n\) clusters with \( n = 2-6 \) in the spectral region 2650–3750 cm\(^{-1}\). The spectra corresponding to larger clusters (\( n = 3-6 \)) were quite similar to each other, suggesting common, cyclic structure of these aggregates. The spectra attributed to (\( \text{CH}_3\text{OH} \))\(_2\) were apparently different and suggested that one of the methanol molecules serves as a proton donor (PD) and the other, as a proton acceptor (PA). The spectra displayed a number of sharp features (at 3675, 3576, 3006, 2984, 2955, 2934, 2849, and 2823 cm\(^{-1}\)), which could be assigned as the O–H (\( \nu_1 \)) or C–H (\( \nu_2, \nu_3, \text{and} \nu_6 \)) stretching vibrations of PA and PD. To assign the observed bands to particular vibrational modes, NMA analysis was performed at the B3LYP/ANO1 level of theory,\(^{54}\) which suggested that the spectrum of (\( \text{CH}_3\text{OH} \))\(_2\) can be easily derived from the IR spectrum of a single methanol molecule, in which the modes corresponding to PA are slightly shifted toward higher frequencies, while the modes corresponding to PD experience considerably larger shift toward lower frequencies. This picture agreed well with chemical intuition anticipated for such a donor-acceptor complex. The calculated PA–PD harmonic splittings of the \( \nu_3, \nu_4, \text{and} \nu_2 \) modes (36, 53, and 35 cm\(^{-1}\), respectively) compared favorably with experimentally observed splittings (26, 21, and 22 cm\(^{-1}\), respectively), but the predicted positions of bands were too high. The perturbative inclusion of anharmonic effects, resulting in the B3LYP/VPT2/ANO1 scheme,\(^{54,71,72}\) predicted the positions of the bands more accurately but completely revolutionized the assignment of experimentally observed spectral signals (for details, see Figure 1), giving an interwoven pattern with much larger splittings (126, 59, and 40 cm\(^{-1}\), respectively).

The sharp discord between the assignments based on the harmonic and VPT2 anharmonic frequencies discussed above indicates that anharmonicity may constitute an important factor in interpretation of experimental vibrational spectra of...
weakly bound molecular clusters. This finding may have serious consequences as vast majority of assignments of the recorded experimental spectra is still based on the scaled harmonic frequencies. It would not be surprising if the above discussed sharp difference between the harmonic and VPT2 anharmonic interpretations for the (CH$_3$OH)$_2$ cluster is not discussed.

The NMA/DFTB harmonic IR spectra were simulated from calculated vibrational frequencies and intensities under the assumption that each vibrational band can be represented as a Gaussian with a half-width of 2.5 cm$^{-1}$. For reference, the BLYP/6-311+G(d,p) vibrational analysis was carried out. No scaling of the harmonic frequencies was attempted to allow meaningful comparisons with the computed FT-TCF/DFTB vibrational IR spectra at low temperature. IR intensities are represented in arbitrary units.

II. COMPUTATIONAL DETAILS

Geometries of methanol clusters ($M_n$, $n=2$–5) were optimized at the SCC-DFTB level of theory employing standard $mio$ parameter sets$^{79}$ and standard thresholds for force ($10^{-5}$ a.u.) and charge ($10^{-12}$ a.u.) convergence criteria. The SCC-DFTB equilibrium structures were then used to perform SCC-DFTB, B3LYP,$^{73,74}$ and second-order Møller-Plesset perturbation theory (MP2)$^{75}$ single-point energy calculations with 6-311+G(d,p) basis set$^{76,77}$ in order to evaluate cluster binding energies and to determine relative stability of conceivable isomers using Gaussian 09 suite of programs.$^{78}$ Counterpoise corrections were taken into consideration for B3LYP and MP2 to compensate the basis set superposition error (BSSE).$^{79}$

The NMA/DFTB harmonic IR spectra were simulated from calculated vibrational frequencies and intensities under the assumption that each vibrational band can be represented as a Gaussian with a half-width of 2.5 cm$^{-1}$. For reference, the BLYP/6-311+G(d,p)$^{74,76,77,80}$ vibrational analysis was carried out. No scaling of the harmonic frequencies was attempted to allow meaningful comparisons with the computed FT-TCF/DFTB vibrational IR spectra at low temperature. IR intensities are represented in arbitrary units.

The FT-TCF/DFTB vibrational IR spectra were generated using the following procedure. In the first step, canonical ensemble (NVT) MD simulations were performed to reach the desired temperature starting from the energetically most stable cluster. This heating process was run for 2.5 ps by means of the Berendsen thermostat.$^{81}$ The target temperatures $T$ were set to $T = 10$, 50, and 100 K. Higher temperature MD simulations led to the dissociation of clusters. Note that in experiment no equipartition of energy is expected for the vibrational and rotational degrees of freedom; the clusters are expected to be rotationally quite cold (about 10 K), while vibrational temperature can be much higher (possibly up to 150 K or even 250 K). This effect has not been included in our simulations. Next, dipole moment components computed from Mulliken atomic charges and Cartesian coordinates were collected at each time step during 50 ps microcanonical ensemble (NVE) MD simulations. For both NVT and NVE simulations, the modified version of TINKER program package$^{82,83}$ interfaced with the SCC-DFTB code was used. The integration scheme of Newton’s equations of motion was based on the Beeman algorithm$^{84,85}$ and the chosen time step was 0.5 fs. We run 100 independent trajectories per model systems to ensure the convergence of the intensity pattern. Fourier transform of dipole autocorrelation function with a Blackman filter$^{86}$ to minimize the noise was calculated for the last 2$^{10} (=65,536)$ data points of each trajectory consisting of 10$^5$ MD steps using the FFTW3 library.$^{87}$ Both the length of data sampling and the time step are responsible for the frequency resolution in the obtained power spectrum. The
employed conditions suggest a resolution of about 1 cm\(^{-1}\), which is sufficient for the purpose of the current study. The theoretical IR adsorption intensity \(A(\omega)\)\(^{98}\) for the vibrational mode with frequency \(\omega\) is given by

\[
A(\omega) = \frac{\hbar \beta \omega^2}{2\pi} \int_{-\infty}^{\infty} \langle \mu(0) \cdot \mu(t) \rangle \exp(-i\omega t) dt,
\]

where \(\hbar\) is the reduced Planck’s constant, \(\beta\) is inverse of Boltzmann constant \(k_b\) multiplied by temperature \((\beta = 1/k_bT)\), and the dipole moment autocorrelation function is denoted as \(\langle \mu(0) \cdot \mu(t) \rangle\).

III. RESULTS AND DISCUSSION

A. SCC-DFTB performance assessment for methanol clusters

Figure 2 displays the structures of methanol clusters considered in this study. The list of the presented structures does not pretend to be complete. Methanol can form assorted types of clusters via the O–H\(\cdots\)O hydrogen bonding, leading to an enormous number of isomers for a large value of \(n\). We have selected the cyclic polygon structures shown in Figure 2 since earlier publications\(^{57,59,62,64-68}\) reported that these clusters are energetically preferable over open chains or cyclic rings with branched structure. Each selected isomer is classified using the labels “u” and “d” (denoting the “up” or “down” orientation of methyl groups with respect to the approximately planar ring formed by the oxygen atoms) following the definition in Ref. 66.

The optimized SCC-DFTB geometries are similar to those computed with B3LYP/6-31G(d). The SCC-DFTB hydrogen bonds become slightly longer (0.03–0.07 Å) than for B3LYP as the size of clusters increases. Similar discrepancy is observed in water clusters\(^{89,90}\) even though the dispersion term\(^{91}\) was included. Elstner suggests that the effect originates from the underestimation of Pauli repulsion within the minimal basis set.\(^92\) It is important to note that both B3LYP and SCC-DFTB predict a decrease in the hydrogen bonding distances and an elongation of the O–H bonds with the growing size of the cluster. These tendencies can be perceived as a cooperative effect.\(^{60,61,64}\) The SCC-DFTB O–H bond lengths are 0.992 Å (PD) and 0.981 Å (PA) for dimer, 0.998 Å for trimer, 1.003 Å for tetramer and pentamer, irrespective of the conformer.

The left panel of Figure 3 shows intermolecular interaction energies \(\Delta E = E(M_n) - n \times E(M_1)\) computed at the SCC-DFTB equilibrium geometry for each conformer with \(n = 2–5\) at the SCC-DFTB geometries. BSSE corrections are included except for the SCC-DFTB results. Right panel: \(\Delta E\) of the most stable isomers divided by the number of formed hydrogen bonds \(N\).
FIG. 4. Evolution of simulated FT-TCF/DFTB IR spectra with respect to the number of averaged MD trajectories for methanol dimer $M_2$ at $T = 10$ K.

simulated spectra in the C–H stretching region with the number of averaged MD trajectories for the methanol dimer $M_2$ at $T = 10$ K. Relative IR intensities show some fluctuations when a small number of trajectories have been averaged. These undesired features are gradually reduced when the number of trajectories is increased. The data presented in the subsequent sections of this manuscript are obtained by averaging spectra from 100 trajectories, which seem to be a fair compromise from the perspective of reliability and computational demands. Unless otherwise noted, all FT-TCF/DFTB vibrational IR spectra have been always produced that way.

The simulated harmonic NMA spectra of methanol clusters are presented in Figure 5. The spectra have been simulated for the most stable isomer of each cluster with NMA/DFTB and compared with the NMA/BLYP results. For the C–H stretching region, the BLYP and DFTB intensity patterns are similar. Quantitatively—but not qualitatively—the simulated NMA/DFTB and NMA/BLYP spectra are quite similar; the number of peaks, their relative intensity patterns, their division into subfamilies, vibrational echoes, etc., seem to agree quite well. Both families of spectra show quite close resemblance to experimental data, but it is difficult to state unequivocally that NMA/BLYP is superior to NMA/DFTB or vice versa. Largest discrepancies between the DFTB and BLYP spectra can be as large as 100 cm$^{-1}$. While such large discrepancies between the two methods may seem quite substantial if one wants to validate experimental assignments, we would like to point out that our focus here is on the comparison between spectra computed within the same method, i.e., DFTB, but using two different frameworks, NMA and FT-TCF, in order to elucidate the effects of anharmonicity and finite temperature on the interpretation of the methanol dimer IR spectra.

The vibrational IR spectra of methanol clusters obtained with FT-TCF/DFTB at $T = 10$ K are shown in Figure 6 together with the harmonic NMA/DFTB results. We have rarely observed any transformation between isomers during the MD simulations at $T = 10$ K. Note that several cases of interesting behavior such as methyl group rotation and switching the role of PD and PA in the dimer have been found at higher temperatures, but openings of the rings formed by the O–H···O hydrogen bonds in our MD trajectories have never been detected. The choice of such a low temperature seems to be proper for straightforward comparisons between NMA and FT-TCF. These two sets of spectra seem to be quite similar. The main difference between them concerns primarily altered positions of O–H peaks in the FT-TCF spectra, which are usually elevated by some 10–30 cm$^{-1}$ with respect to NMA. This behavior is most likely a manifestation of strong anharmonicities in the O–H stretching mode. The C–H stretching region is similar for both sets of spectra except for considerable transfer of intensity between the O–H and C–H stretch regions and slightly altered intensity pattern in the group of bands associated with the C–H stretching modes. The altered intensity patterns can be understood in terms of band broadening associated with large anharmonic character of some vibrations. Note that bands which appear smaller in the FT-TCF spectra are usually much broader than in the corresponding NMA spectra.

Qualitative understanding of the FT-TCF/DFTB spectra obtained at $T = 10$ K allows us to proceed to the analysis of analogous spectra recorded at higher temperatures, which
correspond more realistically to the experimental situation we want to model. For this purpose, we have performed simulations of the FT-TCF/DFTB spectra at $T = 50$ K and at $T = 100$ K. These spectra are presented in Figure 7. It is clear that higher temperature alters the character of the FT-TCF/DFTB spectra significantly broadening and merging the otherwise distinct IR bands; the broadening is proportional to the increase in temperature. The positions of the bands in the C–H region are only slightly influenced by temperature but the position of the band associated with the O–H stretch undergoes significant blueshift at higher temperatures. Note that the experimental spectra$^{54}$ for the M$_2$–M$_5$ clusters—presented as the green shadow background in each graph of Figure 7—show quite good agreement with our simulations, even if the substantially broader character of the bands suggests that vibrational temperature in experiment can be considerably higher than 100 K. (Estimation of experimental temperature in our case is a highly speculative task; it seems realistic to imagine that the rotational and translational temperature of the observed clusters is as low as 5–20 K, while the vibrational temperature can be as high as 150–250 K.) Clearly, it would be beneficial to obtain the FT-TCF spectra corresponding to higher temperatures but, as mentioned earlier, DFTB simulations at higher temperatures (e.g., the molecular trajectory of M$_3$ at 200 K) often result in a dissociation of the clusters.

Our main objective in the current work is to reinvestigate the interpretation of the C–H fingerprint region in the experimental IR spectrum of the methanol dimer. For this purpose, we need to introduce a method for assigning the vibrational bands in the FT-TCF/DFTB spectrum. Such a technique is discussed in Sec. III C.

C. Characterization of FT-TCF/DFTB bands

One of the main difficulties of the FT-TCF formalism is the interpretation of bands and their assignment to particular vibrational modes. Various techniques have been designed in the past to address this issue.$^{24–27, 105–112}$ Martinez et al. proposed a method for decomposing calculated vibrational spectra as a sum of effective normal mode contributions extracted from the Fourier transform of velocity autocorrelation functions data.$^{24}$ Aiming at more appropriate treatment for large floppy molecules, that concept was extended by describing localized vibrational modes as linear combinations of non-redundant internal coordinates.$^{25}$ Other choices are to execute a series of instantaneous normal mode analysis (INMA)$^{105, 106}$ for structural snapshots$^{26, 27, 107, 108}$ or to perform principal mode analysis.$^{107, 109–111}$

Our strategy for characterization of the simulated FT-TCF bands consists of a number of steps. (i) First, the Cartesian coordinates of methanol clusters M$_3$ are collected during each NVE MD simulation. (ii) The collected Cartesian coordinates are projected onto the symmetrized$^{113}$ internal coordinates of each methanol monomer—defined graphically in Table I—resulting in a time-dependent amplitude $v_N(t)$ for each internal mode. Note that the information about translations, rotations, and intermolecular vibrations is lost in this process. Note also that the sets of indistinguishable atoms must be treated appropriately in order to obtain meaningful results; details are discussed in Sec. III D devoted to large-amplitude motions in the methanol dimer. (iii) Power spectra for each vibrational mode $v_N^2$ is obtained via FT of the autocorrelation function$^{114–118}$ $\langle v_N(0) \cdot v_N(t) \rangle$ for 100

<table>
<thead>
<tr>
<th>$N$</th>
<th>$v_N$ Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$r_{OH}$ OH stretch</td>
</tr>
<tr>
<td>2</td>
<td>$(2r_1 - r_2 - r_3)/\sqrt{6}$ CH d-stretch</td>
</tr>
<tr>
<td>3</td>
<td>$(r_1 + r_2 + r_3)/\sqrt{3}$ CH s-stretch</td>
</tr>
<tr>
<td>4</td>
<td>$(2\alpha_1 - \alpha_2 - \alpha_3)/\sqrt{6}$ CH$_3$ d-deformation</td>
</tr>
<tr>
<td>5</td>
<td>$(\beta_1 + \beta_2 + \beta_3 - \alpha_1 - \alpha_2 - \alpha_3)/\sqrt{6}$ CH$_3$ s-deformation</td>
</tr>
<tr>
<td>6</td>
<td>$\alpha_1$ OH bend</td>
</tr>
<tr>
<td>7</td>
<td>$(2\beta_1 - \beta_2 + \beta_3)/\sqrt{6}$ CH$_3$ rock</td>
</tr>
<tr>
<td>8</td>
<td>$r_{CO}$ CO stretch</td>
</tr>
<tr>
<td>9</td>
<td>$(r_2 - r_3)/\sqrt{2}$ CH d-stretch</td>
</tr>
<tr>
<td>10</td>
<td>$(\alpha_2 - \alpha_3)/\sqrt{2}$ CH$_3$ d-deformation</td>
</tr>
<tr>
<td>11</td>
<td>$(\beta_2 - \beta_3)/\sqrt{2}$ CH$_3$ rock</td>
</tr>
<tr>
<td>12</td>
<td>$r$ H$^+$ COH torsion</td>
</tr>
</tbody>
</table>
independent trajectories; the resulting power spectra are subsequently superposed. (iv) Peak positions in FT of the \( (v_T(0) \cdot v_T(t)) \) power spectra coincide with the positions of peaks in FT of \( \langle \mu(0) \cdot \mu(t) \rangle \); relative height of a peak observed at some frequency \( \omega_i \) corresponds to the contribution from a given internal coordinate \( v_i \) to the vibrational activity of the whole molecule occurring with the frequency \( \omega_i \).

The results of such analysis for the C–H stretching modes of the methanol dimer \( M_2 \) at \( T = 10 \) K are presented in the upper panel of Figure 8 together with the previously discussed FT-TCF spectra of IR adsorption. It is clear that the vibrational frequencies obtained from the analysis of an oscillating dipole moment and from the analysis of oscillating internal coordinates coincide. The six prominent IR peaks in the C–H stretching region can be almost uniquely assigned to vibrational modes of the two methanol molecules—PD and PA—forming the methanol dimer \( M_2 \). The IR bands at 2936 and 2883 cm\(^{-1}\) correspond to the \( v_9 \) vibrational mode of PA and PD, respectively. The IR bands at 3032 and 2995 cm\(^{-1}\) correspond predominantly (90%) to the \( v_3 \) vibrational mode of PA and PD, respectively, with a small admixture (\(< 8\%) of the intramolecular \( v_3 \) vibrational mode. Similarly, the IR bands at 2825 and 2784 cm\(^{-1}\) correspond predominantly (90%) to the \( v_3 \) vibrational mode of PA and PD, respectively, with a small admixture (<10%) of the intramolecular \( v_2 \) vibrational mode.

More detailed data on the decomposition of each IR band into the \( v_2, v_3, \) and \( v_9 \) modes of PA and PD are given in Table II. Note that this decomposition data can be treated as an analog for the standard potential energy distribution analysis performed often for the NMA spectra. \(^{19-124}\)

The assignment in the upper panel of Figure 8 confirms almost perfectly the assignment from Figure 1 based on harmonic NMA/DFTB and B3LYP vibrational frequencies at low temperature molecular dynamics simulations as expected the similarity of spectral patterns in Figure 6.

Elevation of temperature from 10 K to 50 K does not introduce any major changes in the interpretation of the bands in the IR spectra of methanol dimer discussed above. The FT-TCF/DFTB power spectra obtained at 10 K and 50 K differ primarily by their band widths (for the \( v_3 \) mode of PA, it is 3 cm\(^{-1}\) at 10 K and 9 cm\(^{-1}\) at 50 K) and slightly altered pattern of mode mixing (the admixture of \( v_2 \) to the \( v_3 \) vibrational mode of PA is 8.9% at 10 K and 4.6% at 50 K). Further elevation of temperature from 50 K to 100 K does not change this picture much. The bands undergo further widening but their positions and character are altered only in a small degree. The FT-TCF/DFTB spectra obtained at 50 K naturally include the effect of methyl group rotation and the spectra obtained at

<table>
<thead>
<tr>
<th>Mode (^a)</th>
<th>( v_3 ) (PA)</th>
<th>( v_3 ) (PD)</th>
<th>( v_9 ) (PA)</th>
<th>( v_9 ) (PD)</th>
<th>( v_2 ) (PA)</th>
<th>( v_2 ) (PD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T ) (K)</td>
<td>10</td>
<td>50</td>
<td>100</td>
<td>10</td>
<td>50</td>
<td>100</td>
</tr>
<tr>
<td>( v_3 ) (PA)</td>
<td>91.1</td>
<td>82.7</td>
<td>79.1</td>
<td>2.2</td>
<td>6.6</td>
<td>9.4</td>
</tr>
<tr>
<td>( v_3 ) (PD)</td>
<td>1.4</td>
<td>5.4</td>
<td>6.9</td>
<td>87.5</td>
<td>81.8</td>
<td>78.3</td>
</tr>
<tr>
<td>( v_9 ) (PA)</td>
<td>0.7</td>
<td>1.0</td>
<td>1.1</td>
<td>0.7</td>
<td>1.5</td>
<td>1.3</td>
</tr>
<tr>
<td>( v_9 ) (PD)</td>
<td>1.2</td>
<td>4.5</td>
<td>6.3</td>
<td>1.6</td>
<td>2.9</td>
<td>3.5</td>
</tr>
<tr>
<td>( v_2 ) (PA)</td>
<td>5.4</td>
<td>4.9</td>
<td>5.4</td>
<td>0.2</td>
<td>0.5</td>
<td>0.7</td>
</tr>
<tr>
<td>( v_2 ) (PD)</td>
<td>0.3</td>
<td>1.5</td>
<td>1.2</td>
<td>7.9</td>
<td>6.8</td>
<td>6.8</td>
</tr>
</tbody>
</table>

\(^a\)See Table III for the corresponding vibrational frequencies.

FIG. 8. Assignment of bands in the simulated FT-TCF/DFTB IR spectra (black) using power spectra of \( (v_T(0) \cdot v_T(t)) \), \( N = 2, 3, 9 \) (red shadow background) for methanol dimer \( M_2 \) at \( T = 10 \) K (upper panel), \( T = 50 \) K (middle panel), and \( T = 100 \) K (lower panel).
100 K include the effect of both methyl group rotation and the flipping associated with the PA-PD identity switching of both monomers. Interestingly enough, neither of these large-amplitude motions discussed in details in Sec. III D does not manifest itself strongly in the FT-TCF/DFTB spectra. All simulations conducted in the studied range of temperatures (10 K, 50 K, and 100 K) confirm the previous assignment in Figure 1 based on harmonic B3LYP vibrational frequencies as shown in Figure 8 and are in sharp discord with the assignment based on anharmonic B3LYP/VPT2 vibrational frequencies.

D. Large amplitude motions in methanol dimer

Previous NMA simulations of the IR spectra of methanol dimer were based on the assumption that the system probes only a small subset of the full configuration space in the close vicinity of its equilibrium geometry. Clearly, for a floppy system as the methanol dimer, such an assumption can be imprecise. We have found that already at low temperatures certain large-amplitude motions of the methanol dimer are activated, conceivably leading to serious interpretational problems in the analysis of the IR bands if inappropriately treated. Large-amplitude motions present in our FT-TCF/DFTB simulations concern the rotation of both methyl groups and a flipping of the dimer leading to switching of the roles of both monomers from PA to PD and vice versa.

The first phenomenon we would like to discuss is a slow transition from the regime of libration to the regime of free rotation of the methyl groups. At lower temperatures (10 K), the available little amount of kinetic energy indeed localizes methyl groups in one of the available three minima in the potential energy surface; at higher temperatures, transition between the minima becomes possible and happens more frequently as more kinetic energy avails. We have visualized the number of such transitions as a function of temperature in Figure 9, where we show the percentile of the MD trajectories in which at least one such a transition between adjacent libration minima occurred (the left lower panel of Figure 9) and the total number of such transitions accumulated over 100 of 50 ps trajectories (the right lower panel of Figure 9). Both values increase as the temperature elevates. The transitions seem to be activated around 30 K. At 50 K, the total number of 325 transitions (117 for PA and 208 for PD) has been observed in total of 46 trajectories. At 100 K, the total number of transitions grows to 6441, distributed almost equally between both monomers. We note that for a single methanol molecule, the temperature of approximately 160 K is required in the DFTB trajectory for a free rotation of the methyl group. The upper panel of Figure 9 shows an example of a representative trajectory recorded at 50 K in which five such rotational transitions occurred. PA has experienced a counterclockwise rotation twice at 7.3 ps and 31.9 ps as well as a clockwise rotation twice at 33.1 ps and 36.3 ps. Only one clockwise rotation is observed for PD at 23.0 ps. The transitions in PA and in PD seem to be not correlated. The presented dihedral angle $\tau$ oscillation around the equilibrium values ($180^\circ$ and $\pm60^\circ$)—with a period of 0.1–0.15 ps—is large, suggesting that already at 50 K the assumption of “small vibrations” made in the NMA analysis, and consequently in the VPT2 anharmonic treatment, may be too crude.

Another large-amplitude feature important in the dynamics of a vibrating methanol dimer is the dynamic identity of both methanol monomers, which may serve either as a PD or as a PA during a given trajectory. The PA-PD switching is

---

**TABLE III.** Experimental$^{54}$ and theoretical vibrational frequencies (cm$^{-1}$) of methanol dimer $M_2$ in the C–H stretching region.

<table>
<thead>
<tr>
<th>Mode (PA/PD)</th>
<th>Experiment$^a$</th>
<th>B3LYP/ANO1$^b$</th>
<th>NMA</th>
<th>VPT2</th>
<th>FT-TCF</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v_1$ (PA)</td>
<td>2849 ± 2</td>
<td>3013</td>
<td>2940</td>
<td>2818</td>
<td>2825</td>
</tr>
<tr>
<td>$v_1$ (PD)</td>
<td>2823 ± 2</td>
<td>2977</td>
<td>2814</td>
<td>2777</td>
<td>2784</td>
</tr>
<tr>
<td>$v_2$ (PA)</td>
<td>2955 ± 2</td>
<td>3068</td>
<td>2935</td>
<td>2928</td>
<td>2936</td>
</tr>
<tr>
<td>$v_2$ (PD)</td>
<td>2934 ± 2</td>
<td>3015</td>
<td>2876</td>
<td>2975</td>
<td>2883</td>
</tr>
<tr>
<td>$v_3$ (PA)</td>
<td>3006 ± 2</td>
<td>3125</td>
<td>2997</td>
<td>3023</td>
<td>3032</td>
</tr>
<tr>
<td>$v_3$ (PD)</td>
<td>2984 ± 2</td>
<td>3090</td>
<td>2957</td>
<td>2986</td>
<td>2995</td>
</tr>
</tbody>
</table>

$^a$Reference 54.
$^b$Second-order vibrational perturbation theory for anharmonic frequencies.$^{31,12}$
activated at approximately 50 K as can be inferred from the left lower panel of Figure 10, which shows the percentile of the MD trajectories, in which such a switch has occurred at least once. The frequency of such transitions as a function of temperature is visualized in the right lower panel of Figure 10, where we show the total number of such switches accumulated over 100 of 50 ps trajectories (the right lower panel of Figure 10); it increases fast as the temperature elevates. The upper panel of Figure 10 shows an example of a representative trajectory recorded at 100 K in which two such transitions occurred at 8.0 ps and 31.5 ps. The example of three additional high-amplitude motions, at 6.6, 26.8, and 33.0 ps, shows that the PA-PD switch not always happens despite of a sufficient amount of available kinetic energy. The PA-PD flipping happens quite often. At 100 K we have detected approximately 1700 switches between the role of PA and PD in 100 of 50 ps trajectories, which gives an average timing between switches of the order of 3 ps. This is much longer than the time needed for a single molecular vibration, which is of the order of 0.01–0.1 ps. This signifies that the clusters spend majority of time in well-defined geometrical configurations. The higher activation energy of the PA-PD flipping in comparison to the methyl group rotation is consistent with the pronounced strength of hydrogen bonding interaction energy (3.4 kcal/mol, see Figure 3), substantially larger than the rotational barrier of the methyl group (1.0 kcal/mol according to the relaxed torquation angle scan of a methanol molecule).

The large amplitude motions, discussed in this section, correspond to transitions between equivalent minima on the multidimensional potential energy surfaces. In classical description, inherent to our model, the system is allowed to roam between the equivalent minima if enough kinetic energy is available. In quantum description, the coupling between the equivalent minima happens even if there is not enough kinetic energy, manifesting itself in the tunneling splitting of the quantum levels localized in each of the equivalent minima. The two large-amplitude motions discussed here certainly result in such fine structure of vibrational levels of the dimer, which can be described symbolically as, respectively, the \((A \pm E)\otimes(A \pm E)\) and \(A \pm B\) tunneling splittings. It should be stressed that the tunneling effects responsible for torsional and flipping splittings of vibrational levels of the methanol dimer are completely overlooked in our intrinsically classical simulations. Finding proper way of including these quantum phenomena in the treatment based on classical trajectories remains one of the biggest challenges for the technique of simulating IR spectra employed here.

IV. CONCLUSIONS

In the present work, we have applied the SCC-DFTB method to model the vibrational IR spectra of methanol clusters. The main objective of our work is to confirm (or
disprove) one of the two previously presented assignments—based on harmonic B3LYP/ANO1 vibrational frequencies and anharmonic B3LYP/VPT2/ANO1 vibrational frequencies—of the IR bands in the C–H stretching region for the gas-phase methanol dimer clusters. The B3LYP/ANO1 normal mode analysis predicted small splittings between the $\nu_3$, $\nu_9$, and $\nu_2$ modes of PA and PD in comparison to the analogous modes of a single methanol molecule, while B3LYP/VPT2/ANO1 predicted much larger splittings together with an interwoven pattern of the resulting modes. Two alternative formalisms based on the SCC-DFTB potential energy surfaces have been employed here for providing alternative assignments of the spectral region 2650–3150 cm$^{-1}$; (i) standard double-harmonic approach referred to as NMA/DTFTB and (ii) Fourier transform of the dipole moment autocorrelation function approach referred to as FT-TCF/DFTB where molecular dynamics simulations have been performed at three different temperatures up to 100 K. Both approaches confirm the assignments of the C–H stretching bands based on the B3LYP/ANO1 vibrational frequencies and are in sharp discord with the assignment based on anharmonic B3LYP/VPT2/ANO1 vibrational frequencies, suggesting that some procedural faults, likely related to the breakdown of the perturbational vibrational treatment, led the B3LYP/VPT2/ANO1 calculations astray.

The IR spectra based on the FT-TCF/DFTB approach have been obtained including new, previously unaccounted for physical factors such as finite temperature, deviation of the floppy molecules from the equilibrium geometries, and large amplitude motions of the whole cluster. This goal has been accomplished by sampling a sufficient number of MD trajectories in a large portion of the potential energy surface around the equilibrium geometry. The elevation of temperature in our simulations resulted in a considerable broadening of the observed IR signals, in many situations leading to merging of the neighboring bands, particularly at higher temperatures. The broadening was not homogeneous, affecting predominantly the $\nu_1$ and $\nu_9$ bands and having only minute effect on $\nu_2$. Surprisingly, the presence of large-amplitude motions—methyl group rotations and PA-PD flipping—has not introduced any new features in the spectrum. We highlight here that the detected large amplitude motions, if not appropriately treated, may lead to serious interpretational difficulties for the band identities.

The current study does not exhaust the list of interesting phenomena characteristic for methanol cluster. We believe that considerable attention, particularly from theoreticians, should be given to studying large methanol clusters, mixed water-methanol clusters, and/or protonated and deprotonated systems, close examining of the isotope effects (e.g., in CH$_3$OD clusters), and investigation of Raman spectra by the FT-TCF approach. Elucidation of these points will enrich our knowledge on hydrogen bonded systems and will give us better techniques for interpretation of vibrational spectra.
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