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Abstract

The path-partition problem is to find a minimum number of vertex-disjoint paths that cover all vertices of a given graph. This paper studies the path-partition problem from an algorithmic point of view. As the Hamiltonian path problem is NP-complete for many classes of graphs, so is the path-partition problem. The main result of this paper is to present a linear-time algorithm for the path-partition problem in graphs whose blocks are complete graphs, cycles or complete bipartite graphs.
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1. Introduction

A path partition of a graph is a collection of vertex-disjoint paths that cover all vertices of the graph. The path-partition problem is to find the path-partition number $p(G)$ of a graph $G$, which is the minimum cardinality of a path partition of $G$. Notice that $G$ has a Hamiltonian path if and only if $p(G) = 1$. Since the Hamiltonian path problem is NP-complete for planar graphs \cite{9}, bipartite graphs \cite{10}, chordal graphs \cite{10}, chordal bipartite graphs \cite{14} and strongly chordal graphs \cite{14}, so is the path-partition problem. On the other hand, the path-partition problem is polynomially solvable for trees \cite{11,16}, interval graphs \cite{1,2,7}, circular-arc graphs \cite{2,7}, cographs \cite{5,6,13}, cocomparability graphs \cite{8}, block graphs \cite{17–19} and bipartite distance-hereditary graphs \cite{21}. For some references of related problems, see \cite{3,4,12,15,20}.

The purpose of this paper is to give a linear-time algorithm for the path-partition problem for graphs whose blocks are complete graphs, cycles or complete bipartite graphs. For technical reasons, we consider the following generalized problem, which is a labeling approach for the problem.

Suppose every vertex $v$ in the graph $G$ is associated with an integer $f(v) \in \{0, 1, 2, 3\}$. An $f$-path partition is a collection $\mathcal{P}$ of vertex-disjoint paths such that the following conditions hold:

(P1) Any vertex $v$ with $f(v) \neq 3$ is in some path in $\mathcal{P}$.
(P2) If $f(v) = 0$, then $v$ itself is a path in $\mathcal{P}$.
(P3) If $f(v) = 1$, then $v$ is an end vertex of some path in $\mathcal{P}$.
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The \textit{f-path-partition problem} is to determine the \textit{f-path-partition number} \( p_f(G) \) which is the minimum cardinality of an \( f \)-path partition of \( G \). It is clear that \( p(G) = p_f(G) \) when \( f(v) = 2 \) for all vertices \( v \) in \( G \).

In the rest of this section, we review some terminology in graphs. A \textit{cut-vertex} is a vertex whose removal results in a graph having more components than the original graph. A \textit{block} is a maximal connected subgraph without a cut-vertex. Notice that the intersection of two distinct blocks contains at most one vertex; and a vertex is a cut-vertex if and only if it is the intersection of two or more blocks. Consequently, a graph with one or more cut-vertices has at least two blocks. An \textit{end block} is a block with exactly one cut-vertex.

\section{Path partition in graphs}

The labeling approach used in this paper starts from the end blocks. Suppose \( B \) is an end block whose only cut-vertex is \( x \). Let \( A \) be the graph \( G - (V(B) - \{x\}) \). Notice that we can view \( G \) as the “composition” of \( A \) and \( B \), i.e., \( G \) is the union of \( A \) and \( B \) which meet at a common vertex \( x \). The idea is to get the path-partition number of \( G \) from those of \( A \) and \( B \).

In the lemmas and theorems of this paper, we use the following notation. Suppose \( x \) is a specified vertex of a graph \( H \) in which \( f \) is a vertex labeling. For \( i = 0, 1, 2, 3 \), we define the function \( f_i : V(H) \to \{0, 1, 2, 3\} \) by \( f_i(y) = f(y) \) for all vertices \( y \) except \( f_i(x) = i \).

\begin{lemma}
Suppose \( x \) is a specified vertex in a graph \( H \). Then the following statements hold:

1. \( p_{f_0}(H) \leq p_{f_1}(H) \leq p_{f_2}(H) \leq p_{f_3}(H) \).
2. \( p_{f_1}(H) \leq p_{f_0}(H) \leq p_{f_1}(H) + 1 \).
3. \( p_{f_2}(H) \leq p_{f_1}(H) \leq p_{f_2}(H) + 1 \).
4. \( p_{f_3}(H) = \min\{p_{f_2}(H), p_f(H - x)\} \leq p_f(H - x) = p_{f_0}(H) - 1 \).
5. \( p_f(H) \geq p_{f_1}(H) - 1 \).
\end{lemma}

\begin{proof}
(1) The inequalities follow from that an \( f_i \)-path partition is an \( f_j \)-path partition whenever \( i < j \).

(2) The second inequality follows from that replacing the path \( Px \) in an \( f_1 \)-path partition by two paths \( P \) and \( x \) results an \( f_0 \)-path partition of \( H \).

(3) The second inequality follows from that replacing the path \( PxQ \) in an \( f_2 \)-path partition by two paths \( Px \) and \( Q \) results an \( f_1 \)-path partition of \( H \).

(4) The first equality follows from that one is an \( f_3 \)-path partition of \( H \) if and only if it is either an \( f_2 \)-path partition of \( H \) or an \( f_1 \)-path partition of \( H - x \). The second equality follows from that \( \mathcal{P} \) is an \( f_0 \)-path partition of \( H \) if and only if it is the union of \( \{x\} \) and an \( f \)-path partition of \( H - x \).

(5) According to (1), (3) and (4), we have

\[ p_f(H) \geq p_{f_1}(H) = \min\{p_{f_2}(H), p_f(H - x)\} \geq \min\{p_{f_1}(H) - 1, p_{f_0}(H) - 1\} = p_{f_1}(H) - 1. \]
\end{proof}

\begin{lemma}
1. \( p_f(G) \leq \min\{p_f(A) + p_{f_0}(B) - 1, p_{f_0}(A) + p_f(B) - 1\} \).
2. \( p_{f_0}(G) \leq p_f(A) + p_{f_1}(B) - 1 \).
\end{lemma}

\begin{proof}
(1) Suppose \( \mathcal{P} \) is an optimal \( f \)-path partition of \( A \), and \( \mathcal{Q} \) an \( f_0 \)-path partition of \( B \). Then \( x \in \mathcal{Q} \) and so \( \mathcal{P} \cup \mathcal{Q} - \{x\} \) is an \( f \)-path partition of \( G \). This gives \( p_f(G) \leq p_f(A) + p_{f_0}(B) - 1 \). Similarly, \( p_f(G) \leq p_{f_0}(A) + p_f(B) - 1 \).

(2) The inequality follows from that if \( \mathcal{P} \) (respectively, \( \mathcal{Q} \)) is an optimal \( f_0 \)-path partition of \( A \) (respectively, \( B \)) in which \( P_x \in \mathcal{P} \) (respectively, \( x \in \mathcal{Q} \)) contains \( x \), then \( (\mathcal{P} \cup \mathcal{Q} \cup \{PxQ\}) - \{Px, xQ\} \) is an \( f_2 \)-path partition of \( G \).
\end{proof}

We now have the following theorem which is key for the inductive step of our algorithm.

\begin{theorem}
Suppose \( \alpha = p_{f_0}(B) - p_{f_1}(B) \) and \( \beta = p_{f_1}(B) - p_{f_2}(B) \). (Notice that \( \alpha, \beta \in \{0, 1\} \). Then the following statements hold:

1. If \( f(x) = 0 \), then \( p_f(G) = p_f(A) + p_f(B) - 1 \).
2. If \( f(x) = 1 \), then \( p_f(G) = p_{f_1}(A) + p_{f_0}(B) - 1 \).
3. If \( f(x) = 2 \) and \( \alpha = \beta = 0 \), then \( p_f(G) = p_f(A) + p_{f_0}(B) - 1 \).
4. If \( f(x) = 2 \) and \( \alpha = 0 \) and \( \beta = 1 \), then \( p_f(G) = p_{f_1}(A) + p_f(B) \).
5. If \( f(x) = 2 \) and \( \alpha = 1 \), then \( p_f(G) = p_{f_1}(A) + p_{f_2}(B) - 1 \).
\end{theorem}
Proof. Suppose $\mathcal{P}$ is an optimal $f$-path partition of $G$. Let $P^*$ be the path in $\mathcal{P}$ that contains $x$. (It is possible that there is no such path when $f(x) = 3$.) There are three possibilities for $P^*$: (a) $P^*$ does not exist or $P^* \subseteq A$; (b) $P^* \subseteq B$; (c) $x$ is an internal vertex of $P^*$, say $P^* = P'xP''$, with $P'x \subseteq A$ and $xP'' \subseteq B$. (The latter is possible only when $f(x) \geq 2$.)

For the case when (a) holds, $\{P \in \mathcal{P} : P \subseteq A\}$ is an $f$-path partition of $A$ and $\{P \in \mathcal{P} : P \subseteq B\} \cup \{x\}$ is an $f_0$-path partition of $B$. We then have the inequality in (a'). Similarly, we have (b') and (c') corresponding to (b) and (c).

(a') $p_f(G) \geq p_f(A) + p_{f_0}(B) - 1.$

(b') $p_f(G) \geq p_{f_0}(A) + p_f(B) - 1.$ (We may replace $p_f(B)$ by $p_{f_2}(B)$ when $f(x) \geq 2$.)

(c') $p_f(G) \geq p_{f_1}(A) + p_f(B) - 1.$ (This is possible only when $f(x) \geq 2$.)

We are now ready to prove the theorem.

(1) Since $f(x) = 0$, we have $f = f_0$. According to Lemma 2(1), $p_f(G) \leq p_f(A) + p_f(B) - 1$. On the other hand, (a') and (b') give $p_f(G) \geq p_f(A) + p_f(B) - 1$.

(2) Since $f(x) = 1$, we have $f = f_1$. Lemma 2(1), together with (a') and (b'), gives $p_f(G) = \min\{p_{f_1}(A) + p_{f_0}(B) - 1, p_{f_0}(A) + p_{f_1}(B) - 1\}$. If $x = 0$, then

$$p_{f_0}(A) + p_{f_1}(B) - 1 \geq p_{f_1}(A) + (p_{f_0}(B) - x) - 1 = p_{f_1}(A) + p_{f_0}(B) - 1;$$

and if $x = 1$, then

$$p_{f_1}(A) + p_{f_0}(B) - 1 \geq (p_{f_0}(A) - 1) + (p_{f_1}(B) + x) - 1 = p_{f_0}(A) + p_{f_1}(B) - 1.$$

Hence $p_f(G) = p_{f_0}(A) + p_{f_1}(B) - 1.$

(3) According to Lemma 2(1), $p_f(G) \leq p_f(A) + p_f(B) - 1$. On the other hand, as $p_{f_0}(A) \geq p_{f_1}(A) \geq p_f(A)$ and $p_{f_0}(B) = p_{f_1}(B) = p_{f_2}(B)$, (a')-(c') give $p_f(G) \geq p_f(A) + p_{f_0}(B) - 1$.

(4) According to Lemma 1(4) and $x = 0$ and $\beta = 1$, we have

$$p_{f_0}(B) = p_{f_0}(B) - 1 = p_{f_1}(B) - 1 = p_{f_2}(B).$$

This, together with Lemma 1(4), gives that the above value is also equal to $p_{f_2}(B)$ and so $p_f(B)$. Then, an optimal $f_3$-path partition $\mathcal{P}$ of $A$, together with an optimal $f_2$-path partition of $B - x$ (respectively, $B$) when $x$ is (respectively, is not) in a path of $\mathcal{P}$, forms an $f_2$-path partition of $G$. Thus, $p_f(G) \leq p_{f_2}(G) \leq p_{f_1}(A) + p_f(B)$.

On the other hand, since $p_{f_1}(A) \geq p_f(A) \geq p_{f_2}(B)$ and $p_{f_0}(B) = p_{f_1}(B) - 1 = p_{f_2}(B)$, (a') or (c') implies $p_f(G) \geq p_{f_3}(A) + p_f(B)$. Also, as $p_{f_0}(A) = 1 \geq p_{f_3}(A)$ by Lemma 1(4), (b') implies $p_f(G) \geq p_{f_3}(A) + p_f(B)$.

(5) According to Lemma 1(1) and Lemma 2, we have

$$p_f(G) \leq p_{f_2}(G) \leq \min\{p_{f_0}(A) + p_{f_2}(B) - 1, p_{f_1}(A) + p_{f_1}(B) - 1\}.$$

On the other hand, if (a') holds, then by Lemma 1(5) and that $p_{f_0}(B) = p_{f_1}(B) + 1$,

$$p_f(G) \geq p_f(A) + p_{f_0}(B) - 1 \geq (p_{f_1}(A) - 1) + (p_{f_1}(B) + 1) - 1 = p_{f_1}(A) + p_{f_1}(B) - 1.$$

This, together with (b') and (c'), gives

$$p_f(G) = \min\{p_{f_0}(A) + p_{f_2}(B) - 1, p_{f_1}(A) + p_{f_1}(B) - 1\}.$$

If $\beta = 0$, then

$$p_{f_0}(A) + p_{f_2}(B) - 1 \geq p_{f_1}(A) + (p_{f_1}(B) - \beta) - 1 = p_{f_1}(A) + p_{f_1}(B) - 1;$$

and if $\beta = 1$, then

$$p_{f_1}(A) + p_{f_1}(B) - 1 \geq (p_{f_0}(A) - 1) + (p_{f_2}(B) + \beta) - 1 = p_{f_0}(A) + p_{f_2}(B) - 1.$$

Hence $p_f(G) = p_{f_1-\beta}(A) + p_{f_1+\beta}(B) - 1$. \(\square\)
3. Special blocks

Notice that the inductive theorem (Theorem 3) can be applied to solve the path-partition problem on graphs for which the problem can be solved on its blocks. In this paper, we mainly consider the case when the blocks are complete graphs, cycles or complete bipartite graphs.

Now, we assume that \( B \) is a graph in which each vertex \( v \) has a label \( f(v) \in \{0, 1, 2, 3\} \). Recall that \( f^{-1}(i) \) is the set of preimages of \( i \), i.e.

\[
f^{-1}(i) = \{v \in V(B) : f(v) = i\}.
\]

According to Lemma 1(4), we have \( p_f(B) = p_f(B - f^{-1}(0)) + |f^{-1}(0)| \). Therefore, we may assume without loss of generality that \( f^{-1}(0) = \emptyset \) throughout this section.

We first consider the case when \( B \) is a complete graph. The proof of the following lemma is straightforward and hence omitted.

**Lemma 4.** Suppose \( B \) is a complete graph. If \( f^{-1}(1) \neq \emptyset \) or \( f^{-1}(2) = \emptyset \), then \( p_f(B) = \lceil |f^{-1}(1)|/2 \rceil \) else \( p_f(B) = 1 \).

Next, consider the case when \( B \) is a path. This is useful as a subroutine for handling cycles. The proof of the following lemma is also omitted.

**Lemma 5.** Suppose \( B \) is a path.

1. If \( x \) is an end vertex of \( B \) with \( f(x) = 3 \), then \( p_f(B) = p_f(B - x) \).
2. If \( x \) is an end vertex of \( B \) with \( f(x) = 2 \), then \( p_f(B) = p_{f_1}(B) \).
3. If \( B \) has an end vertex \( x \) and another vertex \( y \) with \( f(x) = f(y) = 1 \) such that no vertex between \( x \) and \( y \) has a label 1, then \( p_f(B) = p_f(B') + 1 \) where \( B' \) is the path obtained from \( B \) by deleting \( x \), \( y \) and all vertices between them.

We then consider the case when \( B \) is a cycle. The proof of the following lemma is also omitted.

**Lemma 6.** Suppose \( B \) is a cycle.

1. If \( f^{-1}(2) = \emptyset \), then \( p_f(B) = \lceil |f^{-1}(1)|/2 \rceil \).
2. If \( P \) is a path from \( x \) to \( y \) in \( B \) such that \( f^{-1}(1) \cap P = \{x, y\} \) and \( f^{-1}(2) \cap P \neq \emptyset \), then \( p_f(B) = p_f(B - P) + 1 \).

Finally, we consider the case when \( B \) is a complete bipartite graph with \( C \cup D \) as a bipartition of the vertex set. For \( i \in \{0, 1, 2, 3\} \), let

\[
C_i = \{u \in C : f(u) = i\} \quad \text{with} \quad c_i = |C_i|;
\]

\[
D_i = \{v \in D : f(v) = i\} \quad \text{with} \quad d_i = |D_i|.
\]

We have the following lemmas.

**Lemma 7.** If \( c_1 = d_1 = 0 \) and \( c_2 \geq d_2 \) and \( x \in C_2 \), then \( p_f(B) = p_{f'}(B) \) where \( f' \) is the same as \( f \) except \( f'(x) = 1 \).

**Proof.** \( p_f(B) \leq p_{f'}(B) \) follows from the fact that any \( f' \)-path partition of \( B \) is an \( f \)-partition.

Suppose \( \mathcal{P} \) is an optimal \( f' \)-path partition of \( B \). We may assume that \( \mathcal{P} \) is chosen so that the paths in \( \mathcal{P} \) cover as few vertices as possible. For the case when \( \mathcal{P} \) has a path \( P_y \) with \( y \in C \), we may interchange \( y \) and \( x \) to assume that \( Px \in \mathcal{P} \). In this case, \( \mathcal{P} \) is an \( f' \)-path partition of \( B \) and so \( p_{f'}(B) \leq p_f(B) \). So, now assume that all end vertices of paths in \( \mathcal{P} \) are in \( D \). Then, these end vertices are all in \( D_2 \) for otherwise we may delete those end vertices in \( D_3 \) to get a new \( \mathcal{P} \) which covers fewer vertices. We may further assume that paths in \( \mathcal{P} \) cover no vertices in \( D_3 \), for otherwise we may interchange such a vertex with an end vertex of a path in \( \mathcal{P} \) and then delete it from the path. Thus each path of \( \mathcal{P} \) uses vertices in \( C_2 \cup C_3 \cup D_2 \), and has end vertices in \( D_2 \). These imply that \( d_2 > c_2 \), contradicting that \( c_2 \geq d_2 \). \( \square \)

By symmetry, we may prove a similar theorem for the case when \( d_1 = c_1 = 0 \) and \( d_2 \geq c_2 \) and \( d_2 \geq 1 \).
Lemma 8. Suppose \( x \in C_1 \). Also, either \( d_2 \geq 1 \) with \( y \in D_2 \), or else \( c_1 > d_1 \) and \( d_2 = 0 < d_3 \) with \( y \in D_3 \). Then \( p_f(B) = p_{f'}(B - x) \), where \( f' \) is the same as \( f \) except \( f'(y) = 1 \).

\[ \text{Proof.} \]

Suppose \( Py \) is in an optimal \( f' \)-path partition \( P \) of \( B - x \). Then \( (P - \{Py\}) \cup \{Py\} \) is an \( f \)-path partition of \( B \) and so \( p_f(B) \leq p_{f'}(B - x) \).

On the other hand, suppose \( Px \) is in an optimal \( f \)-path partition \( P \) of \( B \). For the case when \( y \) is not covered by any path in \( P \), we have \( y \in D_3 \) and so \( c_1 > d_1 \) and \( d_2 = 0 \). Consequently, there is some \( Qz \in P \) with \( z \in C_2 \cup C_3 \) or \( z \in D_3 \). For the former case, we replace \( Qz \) by \( Qz \) in \( P \); for the later, we replace \( Qz \) by \( Qz \) in \( P \). So, in any case we may assume that \( y \) is covered by some path \( RyS \) in \( P \). If \( RyS = Px \), then again we may interchange \( y \) with the last vertex of \( P \) to assume that \( RyS = TyS \) in \( P \) for some \( T \). If \( RyS \neq Px \), then we may replace the two paths \( RyS \) and \( Px \) by \( RyS \) and \( PS \). So, in any case, we may assume that \( P \) has a path \( Uyx \). Then, \( (\mathcal{P} - \{Uyx\}) \cup \{Uy\} \) is an \( f' \)-path partition of \( B - x \). Thus \( p_{f'}(B - x) \leq p_f(B) \). \( \square \)

By symmetry, we may prove a similar theorem for the case when \( x \in D_1 \); and either \( c_2 \geq 1 \) with \( y \in C_2 \), or else \( d_1 > c_1 \) and \( c_2 = 0 < c_3 \) with \( y \in C_3 \).

4. Algorithm

We are ready to give a linear-time algorithm for the path-partition problem in graphs whose blocks are complete graphs, cycles or complete bipartite graphs. Notice that we may consider only connected graphs. We present five procedures. The first four are subroutines which calculate \( f \)-path-partition numbers of complete graphs, paths, cycles and complete bipartite graphs, respectively, by using Lemmas 4–8. The last one is the main routine for the problem.

First, Lemmas 1(4) and 4 lead to the following subroutine for complete graphs.

Algorithm PCG. Find the \( f \)-path partition number \( p_f(B) \) of a complete graph \( B \).

**Input.** A complete graph \( B \) and a vertex labeling \( f \).

**Output.** \( p_f(B) \).

**Method.**

\[
\text{if } (f^{-1}(1) \neq \emptyset \text{ or } f^{-1}(2) = \emptyset)
\text{ then } p_f(B) = |f^{-1}(0)| + |f^{-1}(1)|/2;
\text{ else } p_f(B) = |f^{-1}(0)| + 1;
\text{ return } p_f(B).
\]

Lemma 5 leads to the following subroutine for paths, which is useful for the cycle subroutine.

Algorithm PP. Find the \( f \)-path partition number \( p_f(B) \) of the path \( B \).

**Input.** A path \( B \) and a vertex labeling \( f \) with \( f^{-1}(0) = \emptyset \).

**Output.** \( p_f(B) \).

**Method.**

\[
p_f(B) \leftarrow 0;
B' \leftarrow B;
\text{while } (B' \neq \emptyset) \text{ do}
\text{ choose an end vertex } x \text{ of } B';
\text{ if } (f(x) = 3) \text{ then } B' \leftarrow B' - x \text{ else}
\text{ choose a vertex } y \text{ nearest to } x \text{ with } f(y) = 1
\text{ (let } y \text{ be the other end vertex if there is no such vertex);
} p_f(B) \leftarrow p_f(B) + 1;
B' \leftarrow B' - \text{ all vertices between (and including) } x \text{ and } y;
\text{ end else;}
\text{ end while;}
\text{ return } p_f(B).
\]

Lemmas 1(4) and 6 lead to the following subroutine for cycles.
Algorithm PCB. Find the $f$-path partition number $p_f(B)$ of a cycle $B$.

Input. A cycle $B$ and a vertex labeling $f$.
Output. $p_f(B)$.
Method.
\begin{algorithmic}
   \State \If{$(f^{-1}(0) = \emptyset \text{ and } f^{-1}(2) = \emptyset)$}
      \State $p_f(B) \leftarrow |f^{-1}(1)/2|$
   \ElsIf{$(f^{-1}(0) = \emptyset \text{ and } f^{-1}(2) \neq \emptyset \text{ and } |f^{-1}(1)| \leq 1)$}
      \State $p_f(B) \leftarrow 1$
   \ElsIf{$(f^{-1}(0) = \emptyset \text{ and } f^{-1}(2) \neq \emptyset \text{ and } |f^{-1}(1)| \geq 2)$}
      \State choose a path $P$ from $x$ to $y$ such that
      \State $f^{-1}(1) \cap P = \{x, y\}$ and $f^{-1}(2) \cap P \neq \emptyset$
      \State $p_f(B) \leftarrow p_f(B - P) + 1$ by calling $PP(B - P)$
   \Else // now $f^{-1}(0) \neq \emptyset$
      \State let $B - f^{-1}(0)$ be the disjoint union of paths $P_1, P_2, \ldots, P_k$
      \State $p_f(B) \leftarrow |f^{-1}(0)|$
      \For{$i = 1 \text{ to } k$}
         \State $p_f(B) \leftarrow p_f(B) + p_f(P_i)$ by calling $PP(P_i)$
      \EndFor
   \EndIf
   \State \Return $p_f(B)$
\end{algorithmic}

Lemmas 1(4), 7 and 8 lead to the following subroutine for complete bipartite graphs. In the subroutine, we inductively reduce the size of $C \cup D$. Besides the reduction of $C_0$ and $D_0$ in the second line, we consider 9 cases. The first case is for $C = \emptyset$ or $D = \emptyset$. The next 5 cases are for $c_1 \geq 1$ or $d_1 \geq 1$. In particular, the case of $c_1 \geq 1$ is covered by cases 2 and 3, except when $d_2 = 0$ and ($c_1 \leq d_1$ or $d_3 = 0$). The case of $d_1 \geq 1$ is covered by cases 4 and 5, except when $c_2 = 0$ and ($d_1 \leq c_1$ or $c_3 = 0$). The exceptions are then covered by case 6. Finally, the last 3 cases are for $c_1 = d_1 = 0$.

Algorithm PCB. Find the $f$-path partition number $p_f(B)$ of a complete bipartite graph $B$.
Input: A complete bipartite graph $B$ with a bipartition $C \cup D$ of vertices and a vertex labeling $f$.
Output: $p_f(B)$.
Method.
\begin{algorithmic}
   \State $c_i \leftarrow |f^{-1}(i) \cap C|$ and $d_i \leftarrow |f^{-1}(i) \cap D|$ for $0 \leq i \leq 3$
   \State $p_f(B) \leftarrow c_0 + d_0$
   \While{(true)}
      \If{$(c_1 = c_2 = c_3 = 0 \text{ or } d_1 = d_2 = d_3 = 0)$}
         \State $p_f(B) \leftarrow p_f(B) + c_1 + c_2 + d_1 + d_2$; \Return $p_f(B)$;
      \ElsIf{$(c_1 \geq 1 \text{ and } d_2 \geq 1)$}
         \State $c_1 \leftarrow c_1 - 1; d_2 \leftarrow d_2 - 1; d_1 \leftarrow d_1 + 1$
      \ElsIf{$(c_1 \geq 1 \text{ and } c_1 > d_1 \text{ and } d_2 = 0 < d_3)$}
         \State $c_1 \leftarrow c_1 - 1; d_3 \leftarrow d_3 - 1; d_1 \leftarrow d_1 + 1$
      \ElsIf{$(d_1 \geq 1 \text{ and } c_2 \geq 1)$}
         \State $d_1 \leftarrow d_1 - 1; c_2 \leftarrow c_2 - 1; c_1 \leftarrow c_1 + 1$
      \ElsIf{$(d_1 \geq 1 \text{ and } d_1 > c_1 \text{ and } c_2 = 0 < c_3)$}
         \State $d_1 \leftarrow d_1 - 1; c_3 \leftarrow c_3 - 1; c_1 \leftarrow c_1 + 1$
      \ElsIf{$(c_2 = d_2 = 0 \text{ and } (c_1 = d_1 \geq 1 \text{ or } c_1 > d_1 \geq 1 \text{ with } d_3 = 0 \text{ or } d_1 > c_1 \geq 1 \text{ with } c_3 = 0))}$
         \State $p_f(B) \leftarrow p_f(B) + \max(c_1, d_1)$; \Return $p_f(B)$;
      \Else // by now $c_1 = d_1 = 0$ // if $(c_2 = d_2 = 0)$
         \State $c_1 \leftarrow c_1 - 1; c_2 \leftarrow c_2 - 1$
      \EndIf
   \EndIf
   \EndWhile.
\end{algorithmic}

Finally, Theorem 3 together with the subroutines above leads to the following main algorithm.
Algorithm PG. Find the path-partition number $p_f(G)$ of the connected graph $G$ whose blocks are cycles, complete graphs or complete bipartite graphs.

**Input**: A graph $G$ and a vertex labeling $f$.

**Output**: $p_f(G)$.

**Method.**

\[ p_f(G) \leftarrow 0; \]
\[ G' \leftarrow G; \]
while $(G' \neq \emptyset)$ do

choose a block $B$ of $G'$ with only one cut-vertex $x$ or with no cut-vertex;

if $(B$ is a complete graph) then

find $p_{f_i}(B)$ by calling $PCG(B, f_i)$ for $0 \leq i \leq 3$;

if $(B$ is a cycle) then

find $p_{f_i}(B)$ by calling $PC(B, f_i)$ for $0 \leq i \leq 3$;

if $(B$ is a complete bipartite graph) then

find $p_{f_i}(B)$ by calling $PCB(B, f_i)$ for $0 \leq i \leq 3$;

\[ \alpha := p_{f_0}(B) - p_{f_1}(B); \]
\[ \beta := p_{f_1}(B) - p_{f_2}(B); \]
if $(f(x) = 0)$ then

\[ p_f(G) \leftarrow p_f(G) + p_f(B) - 1; \]
else if $(f(x) = 1)$ then

\[ p_f(G) \leftarrow p_f(G) + p_{f_3}(B) - 1; \]
else // by now $f(x) = 2$ or $3$

\begin{enumerate}
  \item $\alpha = \beta = 0$;
  \item $\alpha = 0$ and $\beta = 1$;
  \item $\alpha = 1$;
\end{enumerate}

\[ p_f(G) \leftarrow p_f(G) + p_f(B); \]
\[ f(x) \leftarrow 3; \]
\end{enumerate}

else

\begin{enumerate}
  \item $\alpha = \beta = 0$;
  \item $\alpha = 0$ and $\beta = 1$;
  \item $\alpha = 1$;
\end{enumerate}

\[ p_f(G) \leftarrow p_f(G) + p_{f_{1+\beta}}(B) - 1; \]
\[ f(x) \leftarrow 1 - \beta; \]

end while;

output $p_f(G)$.

**Theorem 9.** Algorithm PG computes the $f$-path partition number of a connected graph whose blocks are cycles, complete graphs or complete bipartite graphs in linear time.

**Proof.** The correctness of the algorithm follows from Lemma 1(4) and Lemmas 4 to 8. The algorithm takes only linear time since depth-first search can be used to find end blocks and each subroutine requires only $O(|B|)$ operations. □
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