Structure-preserving Arnoldi-type algorithm for solving eigenvalue problems in leaky surface wave propagation
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\textbf{Abstract}

We study the generalized eigenvalue problems (GEPs) that arise from modeling leaky surface wave propagation in an acoustic resonator with an infinite amount of periodically arranged interdigital transducers. The constitutive equations are discretized by finite element methods with mesh refinements along the electrode interfaces and corners. The nonzero eigenvalues of the resulting GEP appear in reciprocal pairs \((\lambda, 1/\lambda)\). We transform the GEP into a T-palindromic quadratic eigenvalue problem (TPQEP) to reveal the important reciprocal relationships of the eigenvalues. The TPQEP is then solved by a structure-preserving algorithm incorporating a generalized T-skew-Hamiltonian implicitly restarted Arnoldi method so that the reciprocal relationship of the eigenvalues may be automatically preserved. Compared with applying the Arnoldi method to solve the GEPs, our numerical results show that the eigenpairs produced by the proposed structure-preserving method not only preserve the reciprocal property but also possess high efficiency and accuracy.
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1. Introduction

Waveguide devices have been widely used in controlling and interconnecting guided electromagnetic waves. Advances in thin film technology and efficient transducers further encourage investigations of more sophisticated waveguide concepts in acoustic systems. Acoustic waveguide devices are widely employed in applications including telecommunication filters [8,22] and sensor technologies [2]. One of the basic elements in most of the acoustic wave filters is a resonator that generally consists of reflectors that are externally coupled through two interdigital transducers (IDT) where the first IDT generates the surface waves and the second IDT detects the wave and filters the waves in desired frequency range out. The IDT is primarily made by depositing periodic metallic grating electrodes on a piezoelectric film substrate, as shown in Fig. 1(a). Extensive theoretical and experimental works have been performed, especially on the Rayleigh surface acoustic wave (SAW) [4,9,21,22]. Finite element simulations of piezoelectric devices in two dimensions (2D) and three dimensions (3D) have been studied by Allik and Hughes [1], Buchner et al. [6], Koshiba et al. [16], and Lerch [18] and others. In filter design, it is important to know the stop band width and the center frequency \(f_c\) for a given layout of the second sensing IDT, where \(f_c = v_s / \lambda_s\) and \(v_s\) and \(\lambda_s\) are the wave velocity and the wave length of the incident wave, respectively. The center frequency and stop band width can be determined visually by plotting the dispersion diagram in which an eigenvalue problem associated with each frequency in the search range must be solved.

Because of the slower propagation velocity of the Rayleigh SAW, filters based on Rayleigh SAW design are usually limited to an operational frequency range that is less than 1 GHz. For a frequency higher than 1 GHz, more recent attention has been...
paid to the so-called leaky surface acoustic wave (LSAW) because of its faster propagation speed in crystal cuts such as 64° YX-LiNbO3 and 36° YX-LiTaO3, and its higher electromechanical coupling and minimal propagation loss in crystal cuts such as 40°-42° YX-LiTaO3 [8]. Searching for a better crystal cut among various piezoelectric substrates (PZT) to increase the LSAW velocity has become one of the major issues in high frequency filter design. For each crystal cut, one must solve many eigenvalue problems to plot the dispersion diagram. An efficient and accurate algorithm for solving eigenvalue problems resulting from the mathematical model of an LSAW resonator is desirable.

The eigenvalue problem [13] obtained from the finite element modeling of the SAW or LSAW resonance can be represented as a T-palindromic quadratic eigenvalue problem (TPQEP) of the form

\[
\lambda^2 (F^TM_1^{-1}G)'\psi + \lambda(G'M_1^{-1}G + F^TM_1^{-1}F - M_2)\psi + (F^TM_1^{-1}G)\psi = 0,
\]

or a generalized eigenvalue problem (GEP) of the form

\[
\begin{bmatrix}
M_1 & G \\
F^T & 0
\end{bmatrix}
\begin{bmatrix}
\psi_i \\
\psi_j
\end{bmatrix}
+ \lambda
\begin{bmatrix}
0 & F \\
G^T & M_2
\end{bmatrix}
\begin{bmatrix}
\psi_i \\
\psi_j
\end{bmatrix}
= 0,
\]

where \( M_1, M_2 \in \mathbb{C}^{m \times n} \), \( F \in \mathbb{C}^{m \times m} \), and \( G \in \mathbb{C}^{n \times m} \) with \( m \ll n \), and the superscript "\('\)" denotes the complex transpose. The scalar \( \lambda \in \mathbb{C} \) is called the eigenvalue of (1) and (2), and the nonzero vectors \( \psi_i \) and \( [\psi_i^*, \psi_j^*]' \) are the associated eigenvectors of (1) and (2), respectively. It is easily seen from (1) that the eigenvalues appear in reciprocal pairs \((\lambda, 1/\lambda)\) (including 0 and \( \infty \)).

The TPQEP (1) can be linearized as a GEP. The linearized GEP, as well as the GEP (2), is then solved by traditional methods such as the QZ algorithm [13] or Arnoldi method. However, the reciprocal property of the eigenvalues can be easily destroyed, and large numerical errors can be generated during the computation [15]. To preserve the reciprocal property of the eigenvalues, a structure-preserving doubling algorithm for solving the TPQEP was developed in [11] via the computation of a solvent of a nonlinear matrix equation. Another structure-preserving algorithm based on the (S + S⁻¹)-transform [19] and Patel’s approach [24] was developed in [14]. The drawback of solving (1) by using these structure-preserving algorithms is that they need to explicitly compute the coefficient matrices in (1) which require large computational costs. To remedy these drawbacks, we transform the GEP (2) into a new TPQEP of the form

\[
\mathcal{P}(\lambda)\psi_i \equiv (\lambda^2A_1^T + \lambda A_0 + A_1)\psi_i = 0
\]

with

\[
A_1^T = FM_2^{-1}G^T, \quad A_0 = FM_2^{-1}F^T + GM_2^{-1}G^T - M_1
\]

so that the structure-preserving algorithm [14] using the \((S + S^{-1})\)-transform and the generalized T-skew-Hamiltonian implicitly restarted Arnoldi method (GTSHIRA) can be applied to search eigenvalues in a specified region of interest. On the basis of the shift-and-invert technique, the desired eigenpairs can be easily extracted. For giving a shift value \( \tau \), in each iteration of GTSHIRA, the shift-and-invert technique leads to solve a linear system \((\tau^2A_1^T + \tau A_0 + A_1)x = b\). From (3b), although the coefficient matrices \( A_0 \) and \( A_1 \) are large, they are not sparse. In order to avoid the computations of \( A_0 \) and \( A_1 \) in (3b), we apply the Sherman–Morrison–Woodbury formula to directly solve the linear system. Compared with the traditional Arnoldi method for solving GEP (2), our proposed structure-preserving method not only preserves the reciprocal property but also possesses a high efficiency and accuracy.

This paper is organized as follows. We first introduce finite element modeling for a simple resonator in Section 2. In Section 3, we introduce the efficient structure-preserving algorithm to solve the large and sparse generalized eigenvalue problems resulting from our FEM model. Our numerical experiments in Section 4 show that the proposed structure-preserving algorithm for solving the GEP in (2) is efficient and accurate. Finally, we conclude this paper in Section 5.

2. Finite element model for SAW

In contrast to the well-known Rayleigh waves, which consist of partial longitudinal waves and shear waves, the LSAW propagates mainly in the shear direction on the sagittal plane and is trapped at the substrate surface and satisfies the
stress-free boundary condition on the surface. These properties allow one to reduce the general mode analysis in 3D to a 2D problem, as shown in Fig. 1(b) [25]. Furthermore, the boundary conditions for displacement can naturally be set to be rigid on the bottom boundary and stress-free on the top surface, and the boundary conditions for the electric potential can be set to be short-circuited for the electrodes on the top boundary and open-circuited elsewhere [10]. As proved in Auld’s book [4], these boundary conditions guarantee mode orthogonality and further ensure that the mode excitation is determined by the applied traction force and the potential on the free surface. Therefore, on the sagittal plane, the usual 2D mode analysis can be applied to analyze the LSAW on the resonators with IDTs. In the following, we consider only the LSAW resonator on a 2D plane (the sagittal plane associated with the crystal cuts).

To model the wave propagation in an infinite domain with periodically arranged electrodes because of the Floquet–Bloch Theorem, we can reduce the problem to a single cell domain with one IDT by assuming that the wave ψ is quasi-periodic of the form \( \psi(x_1, x_2) = \psi_p(x_1, x_2) e^{i\beta p_n x_1} \), where \( x_1 \) is the wave propagation direction, \( p \) is the length of the unit cell (i.e., the periodic interval), \( \alpha \) and \( \beta \) are the attenuation and phase shifts along the wave propagation direction, respectively, and \( \psi_p \) satisfies \( \psi_p(x_1 + p, x_2) = \psi_p(x_1, x_2) \). Let \( \Omega \) denote the piezoelectric transducer with a single IDT as shown in Fig. 2, and let \( \Gamma_l \) and \( \Gamma_r \) denote the left and right boundary segments of \( \Omega \). For the general anisotropic PZT substrates, under the assumption of linear piezoelectric coupling, the elastic and electric fields interact following the general material constitutions below:

\[
\begin{align*}
T &= c^E S - e^E E, \\
D &= eS + e^E E,
\end{align*}
\]  

(4)

where vectors \( T, S, D, E \) and \( E \) are the mechanical stress, strain, dielectric displacement and electric field, respectively, and the matrices \( c^E, e^E \) and \( e \) are the elasticity constant, the dielectric constant and the piezoelectric constant matrices, respectively, measured at constant strain and constant strain fields at a constant temperature. For various crystal cut of the PZT, the material constant matrices \( c^E, e^E \) and \( e \) depend on the Euler angle \( \theta \) of the cut. By applying the Bond strain transformation matrix \( N_0 \) [5] and the usual coordinates transformation matrix \( M_0 \) to the strain field and electric field, respectively, the material constant matrices for the cut angle \( \theta \) can be obtained by

\[
c^E := [N_0]^T c^E [N_0], \quad e := [M_0]^T e_0 [N_0], \quad \text{and} \quad e^E := [M_0]^T e_0^E [M_0],
\]

where \( c_0^E, e_0, \) and \( e_0^E \) denote the material constant matrices of the crystal cut at Euler angle \( \theta = [0, 0, 0] \).

By applying the virtual work principle to Eq. (4), the equilibrium state under the external body force \( f \), the electrical field \( g \) and the above mentioned boundary conditions of the LSAW resonator, we have

\[
\begin{align*}
\int_{\Omega} [\delta S]^T c^E \delta S \, dV + \int_{\Omega} [\delta S]^T e^E [\nabla \phi] \, dV + \int_{\Omega} [\nabla \phi]^T e [\delta S] \, dV - \int_{\Omega} [\nabla \delta \phi]^T e^E [\nabla \phi] \, dV + \int_{\Omega} \delta q^T \rho q \, dV \\
= \int_{\Omega} \delta q^T f \, dV + \int_{\Gamma_{l, r}} \delta \phi^T (T \cdot \vec{n}) \, dA + \int_{\Gamma_{l, r}} \delta \phi^T (D \cdot \vec{n}) \, dA.
\end{align*}
\]  

(5)

Here, \( \rho \) is the mass density, \( \vec{n} \) is the boundary normal, \( \vec{q} = [u, v, w]^T \) is the displacement vector, \( \phi \) is the electric potential that satisfies \( \nabla \phi = E, S = [\frac{\partial u}{\partial x}, \frac{\partial u}{\partial y}, \frac{\partial u}{\partial z}; \frac{\partial v}{\partial x}, \frac{\partial v}{\partial y}, \frac{\partial v}{\partial z}; \frac{\partial w}{\partial x}, \frac{\partial w}{\partial y}, \frac{\partial w}{\partial z}]^T \), and \( \delta q, \delta \phi \) and \( \delta S \) are the corresponding virtual displacement, potential and strain modes, respectively. The equation can then be discretized by finite element method [1,10]. Following the usual free mode analysis, we consider \( f = 0, g = 0 \) and a time harmonic quasi-periodic solution vector \( \psi_{\omega}(x, t) = \psi(x) e^{i\omega t} \). The spatial function \( \psi(x) = [q(x), \phi(x)] \) satisfies the boundary conditions shown in Fig. 2 in which the periodic boundary conditions, proposed by Buchner [6],

\[
\psi_r = \psi(x_1 + p, x_2) = \gamma \psi(x_1, x_2) = \gamma \psi_l, \\
T_l \cdot n_l = T(\psi_l) \cdot n_l = -\gamma T(\psi_l) \cdot n_l = -\gamma T_l \cdot n_l, \\
D_l \cdot n_l = D(\psi_l) \cdot n_l = -\gamma D(\psi_l) \cdot n_l = -\gamma D_l \cdot n_l,
\]

(6)

are enforced on the left and right boundaries, \( \Gamma_l \) and \( \Gamma_r \), here \( n_l \) and \( n_r \) are the normal vector of \( \Gamma_l \) and \( \Gamma_r \), respectively and \( \gamma = e^{-i(\omega t + \alpha)} \). By plugging \( \psi_w \) into (5), the equation can be rewritten in the following matrix form:

Fig. 2. A 2D single cell domain of a LSAW resonator and boundary conditions where the region DEFG is a aluminium electrode and the region ACHB is the PZT substrate.
\[
\begin{bmatrix}
K^{\phi} - \omega^2 M^{\phi} & K^{\phi} \\
K^{\phi} & -K^{\phi}
\end{bmatrix}
\begin{bmatrix}
q \\
\phi
\end{bmatrix} = \begin{bmatrix}
F_t + F_r \\
Q_t + Q_r
\end{bmatrix},
\]  
(9)

where

\[
K^{\phi} = \int_{\Omega} \delta q^\top B_e^\top C_e B_e q dV, \quad M^{\phi} = \int_{\Omega} \delta q^\top \rho q dV, \quad \text{and} \quad K^{\phi\phi} = \int_{\Omega} \delta \phi^\top B_e^\top e_\phi B_e \phi dV.
\]

\[
F_t = \int_{\Gamma_i} \delta q^\top T_i n_i dA \quad \text{and} \quad F_r = \int_{\Gamma_r} \delta \phi^\top T_r n_i dA,
\]

\[
Q_t = \int_{\Gamma_t} \delta \phi^\top D_t n_i dA \quad \text{and} \quad Q_r = \int_{\Gamma_r} \delta \phi^\top D_r n_i dA,
\]

and the matrices 

\[
B_e = \begin{bmatrix}
\frac{\alpha}{\tau} & 0 & 0 & \frac{\alpha^2}{\tau} & 0 \\
0 & \frac{\beta}{\tau} & 0 & \frac{\beta^2}{\tau} & 0 \\
0 & 0 & \frac{\gamma}{\tau} & \frac{\gamma^2}{\tau} & 0
\end{bmatrix}, \quad \text{and} \quad B_\phi = \begin{bmatrix}
\frac{\alpha}{\tau} & \frac{\alpha^2}{\tau} & \frac{\alpha^3}{\tau}
\end{bmatrix}^\top.
\]

Mechanical damping effects can also be considered by using the Rayleigh damping assumption in which the matrix \(K^{\phi} - \omega^2 M^{\phi}\) in (9) are modified into \(K^{\phi} + i\alpha(\kappa_1 K^{\phi} + \kappa_2 M^{\phi}) - \omega^2 M^{\phi}\). Here \(\kappa_1\) and \(\kappa_2\) are coefficients associated with the viscous damping and mass damping, respectively.

To obtain the generalized eigenvalue problem that is associated with the propagation parameter \(\gamma\), following Hofer’s approach [13], the nodal unknowns are split into the inner nodes \(\psi_i = [q_i, \phi_i]\), the left boundary nodes \(\psi_i = [q_i, \phi_i]\) and the right boundary nodes \(\psi_i = [q_i, \phi_i]\). The matrix Eq. (9) can be recast into the following form:

\[
\begin{bmatrix}
K_{ii} & K_{ir} & K_{ir} \\
K_{rl} & K_{rr} & K_{rr} \\
K_{rl} & K_{rr} & K_{rr}
\end{bmatrix}
\begin{bmatrix}
\psi_i \\
\psi_i \\
\psi_i
\end{bmatrix} = \begin{bmatrix}
0 \\
0 \\
0
\end{bmatrix},
\]

(10)

where \(R_l\) and \(R_r\) are vectors obtained from the discretization of the terms \(F_t + Q_t\) and \(F_r + Q_r\), respectively. From the periodic boundary conditions (6), (7) and (8), (10) becomes the following:

\[
\begin{bmatrix}
K_{ii} & K_{ir} & K_{ir} \\
K_{rl} & K_{rr} & K_{rr} \\
K_{rl} & K_{rr} & K_{rr}
\end{bmatrix}
\begin{bmatrix}
I_i & 0 \\
0 & I_i \\
0 & 0 & \gamma I_i
\end{bmatrix}
\begin{bmatrix}
\psi_i \\
\psi_i \\
\psi_i
\end{bmatrix} = \begin{bmatrix}
0 \\
0 \\
-\gamma I_i
\end{bmatrix} R_i,
\]

(11)

Furthermore, by multiplying the matrix

\[
\begin{bmatrix}
I_i & 0 \\
0 & \gamma I_i \\
0 & I_i
\end{bmatrix}
\]

with (11), the GEP associated with the propagation parameter \(\gamma\) is obtained:

\[
\left(\begin{bmatrix}
K_{ii} & K_{ir} \\
K_{ri} & K_{rr}
\end{bmatrix} + \gamma\begin{bmatrix}
0 & K_{ri} \\
K_{ir} & K_{rr} + K_{ri}\end{bmatrix}\right)
\begin{bmatrix}
\psi_i \\
\psi_i
\end{bmatrix} = 0.
\]

(12)

Because the viscosity is small for most crystalline solids, the attenuation factor \(\alpha\) is close to zero. As a result, the propagation factors \(\lambda\) near the unit circle, denoted by \(U\), are desired. Moreover, for the frequency \(\omega\) in the stopping band, the frequency shift parameter \(\beta\) will be close to \(\pi\) when the peak frequency \(\omega\) (i.e., the domain width here) equals half of the incident wave length \(\lambda_{inc}\). Therefore, for the eigenvalue problem (12), we are interested in finding the eigenvalues \(\lambda\) that are close to \(U\), especially, those that are near \(-1\) on the complex plane.

Note that it is well known that the solution of a general elliptic problem has singularities near to corners [12], and in addition, the solution can become less regular near the interface between the electrode and the PZT substrate. It is inevitable that the error from discretization could be amplified when the reciprocal pairs of eigenvalues are computed. Therefore, it is important to minimize the accuracy deterioration from singularities and low regularity in finite element solutions. One can resolve the singularity by constructing the singular elements in which the mesh points are clustered to the singular source according to the order of the singularity [3]. In our calculation, we simply employ locally refined meshes. An additional benefit from using locally refined meshes is that we can discretize Eq. (9) using linear elements instead of using high order finite element discretization [6]. Due to the simple discretization scheme on locally refined meshes, the GEP becomes very large sparse, an accurate and robust eigensolver for preserving the reciprocal eigenpair structure is needed. We present our algorithm and numerical results in the following sections.

3. Structure-preserving Arnoldi-type algorithm

Observing that the imaginary part of \(K_{ii} + K_{rr}\) in (12) is symmetric and positive definite, by the Bendixson Theorem, \(K_{ii} + K_{rr}\) is invertible. The second equation of (12) gives
\[
\psi_i = -\frac{1}{\lambda} (K_u + K_n)^{-1} K_{\mu}^T \psi_i - (K_u + K_n)^{-1} K_{\mu} \psi_i;
\]
(13)

Letting
\[ M_1 = K_u, \quad M_2 = K_u + K_n, \quad F = K_{\mu}, \quad G = K_{\mu}, \quad x = \psi_i, \quad \lambda = \gamma, \]
(14)
and substituting (13) into the first equation of (12), we obtain the TPQEP in (3). To solve (3) in a structure-preserving way, we first transform the TPQEP in (3a) into a \( T \)-skew-Hamiltonian pencil \((K, N)\) through the following procedure:

1. The TPQEP is linearized into a special GEP [14],
\[ \begin{bmatrix} \lambda I - A \end{bmatrix} X \begin{bmatrix} Y \end{bmatrix} = 0, \]
(15)
where \( \lambda = \alpha(x) \), and
\[ M = \begin{bmatrix} A & 0 \\ 0 & -A_0 \end{bmatrix}, \quad \mathcal{L} = \begin{bmatrix} 0 & I \\ A_1^T & 0 \end{bmatrix}. \]
(16)
The reciprocal eigenpairs \((\lambda, 1/\lambda)\) are kept in the matrix pencil \((M, \mathcal{L})\) because the matrix pencil \( M - \lambda \mathcal{L} \) is \( T \)-symplectic, i.e., it satisfies \( M \mathcal{J} M^T = \mathcal{L} \mathcal{J} \mathcal{L}^T \) where \( \mathcal{J} = \begin{bmatrix} 0 & I_0 \\ -I_0 & 0 \end{bmatrix} \).

2. Using the \((S + S^{-1})\)-transform, the matrix pencil \( M - \lambda \mathcal{L} \) is further transformed to a \( T \)-skew-Hamiltonian pencil \( K - \mu N \), i.e., \((K, \mathcal{J})^T = -K, \mathcal{J}, (N, \mathcal{J})^T = -N \mathcal{J} \) and \( \mu \) is the eigenvalue of the pencil:
\[ K - \mu N \equiv [(\mathcal{L} \mathcal{J} M^T + M \mathcal{J}^T) - \mu L \mathcal{J} \mathcal{L}^T] \mathcal{J}^T. \]
(17)
From the relationship \( \mu = \lambda + 1/\lambda \), one can relate the two eigenvalues \( \lambda \) and \( \mu \) and further implies that the multiplicity of the eigenvalue \( \mu \) is even.

3. Let \( \tau \) be a shift value and \( \tau \not\in \sigma(M, \mathcal{L}) \) where \( \sigma(A, B) \) denotes the set of all eigenvalues of any matrix pair \((A, B)\). Since \( \mu_0 \equiv \tau + 1/\tau \in \sigma(K, N) \), one can define the shift–invert transformation \( \tilde{K} = \mu_0 \tilde{N} \) for \( K - \mu_0 N \) with \( \mu_0 = (\mu - \mu_0)^{-1} \) where
\[ \tilde{K} \equiv -\tau \tilde{N} = \tau \begin{bmatrix} A_1^T & 0 \\ 0 & A_1 \end{bmatrix}, \]
(18a)
\[ \tilde{N} \equiv -\tau (K - \mu_0 N) = (M - \tau \mathcal{L}) \mathcal{J} (M^T - \tau \mathcal{L}^T) \mathcal{J}^T, \]
(18b)
and \( \tilde{K} \) and \( \tilde{N} \) are \( T \)-skew-Hamiltonian.

The relationship between eigenpairs of the TPQEP in (3) and the \( T \)-skew-Hamiltonian pencil \((\tilde{K}, \tilde{N})\) in (18) is stated in the following theorem.

**Theorem 3.1** [14]. Let \((\tilde{K}, \tilde{N})\) be defined in (3) and \( \tau \) be a shift value with \( \tau \not\in \sigma(M, \mathcal{L}) \). If \( \tilde{v}, [z_1^T, z_2^T]^T \) with \( z_1, z_2 \in \mathbb{C}^n \) is an eigenpair of \((\tilde{K}, \tilde{N})\) and \( v \) satisfies \( \tau + \frac{1}{\mu} + \frac{1}{\bar{\mu}} = \frac{1}{\mu} + \frac{1}{\bar{\mu}} \), then \( z_1 + \frac{1}{\mu} z_2 \) and \( z_1 + v z_2 \) are eigenvectors of the TPQEP in (3) corresponding to eigenvalues \( v \) and \( \frac{1}{\mu} \), respectively.

From the definition of \( \tilde{N} \) in (18b), \( \tilde{N} \) can be factorized as \( \tilde{N} = N_1 N_2 \), where
\[ N_1 = M - \tau \mathcal{L}, \quad N_2 = \mathcal{J} (M^T - \tau \mathcal{L}^T) \mathcal{J}^T \]
(19)
are nonsingular and satisfy \( N_2^T \mathcal{J} = \mathcal{J} N_1 \). Let \( B \equiv N_2^{-1} N_1 \tilde{N} \) and \( u_1 \) be an initial vector. Define the Krylov matrix with respect to \( u_1 \) by
\[ K_n \equiv K_n[B, u_1] = [u_1, Bu_1, \ldots, B^{n-1} u_1]. \]

Theorem 3.2 guarantees that the Arnoldi process can be executed in a way that the \( T \)-skew-Hamiltonian structure of the matrix pencil is preserved. As a result, a generalized \( T \)-skew-Hamiltonian implicitly restarted Arnoldi (GTSHIRA) algorithm proposed in [14] can be employed to solve the eigenvalue problem \( \tilde{K} z = \mu \tilde{N} z \).

**Theorem 3.2** [14]. Let \( B = N_2^{-1} N_1 \tilde{N} \tilde{N}_2^{-1} \) with \( \tilde{N} = N_1 N_2 \) be \( T \)-skew-Hamiltonian and \( K_n \equiv K_n[B, u_1] \) be the Krylov matrix with \( \text{rank}(K_n) = n \). Then there are unitary matrices \( \mathcal{U} \) and \( \mathcal{V} \) satisfying \( \mathcal{V} = \mathcal{J}^T \mathcal{U} \), \( \mathcal{U} e_1 = u_1 \) and \( \mathcal{V} e_1 = N_1 u_1/\|N_1 u_1\|_2 \) such that
\[ \mathcal{V}^T \tilde{K} \mathcal{U} = \begin{bmatrix} \hat{H}_n & \hat{S}_n \\ 0 & \hat{H}_n \end{bmatrix}, \quad \mathcal{V}^T \tilde{N} \mathcal{U} = \begin{bmatrix} \hat{R}_n & \hat{T}_n \\ 0 & \hat{R}_n \end{bmatrix}, \]
(20)
where \( \hat{H}_n \) is unreduced upper Hessenberg, \( \hat{R}_n \) is nonsingular upper triangular and \( \hat{S}_n, \hat{T}_n \) are \( T \)-skew-symmetric.
The unitary matrices $\mathbf{U}$ and $\mathbf{V}$ in Theorem 3.2 can be generated in a structure-preserving way (GTSHIRA) as follows. Recall that the $\mathcal{T}$-bi-isotropic orthonormal matrices $\mathbf{Z}_j, \mathbf{Y}_j \in \mathbb{C}^{2n \times 2n}$ are computed iteratively according to the following structure-preserving Arnoldi process:

$$
\tilde{\mathbf{K}} \mathbf{Z}_j = \mathbf{Y}_j \tilde{\mathbf{H}}_j + \tilde{\mathbf{h}}_{j+1} \mathbf{y}_{j+1}^* \mathbf{e}_j^*
$$

and

$$
\tilde{\mathbf{N}} \mathbf{Z}_j = \mathbf{Y}_j \tilde{\mathbf{R}}_j
$$

with

$$
\tilde{\mathbf{Y}}_{j+1}^* \mathbf{Y}_j = 0 \quad \text{and} \quad \mathbf{Z}_j^* \mathbf{J} \mathbf{Y}_j = 0.
$$

where $\tilde{\mathbf{H}}_j, \tilde{\mathbf{R}}_j \in \mathbb{C}^{2n \times 2n}$ are unreduced upper Hessenberg and nonsingular upper triangular, respectively. By defining $\mathbf{U}_j \equiv [\mathbf{Z}_j, -\mathbf{J} \mathbf{Y}_j]$ and $\mathbf{V}_j \equiv [\mathbf{Y}_j, -\mathbf{Z}_j]$ where $\mathbf{Y}_j$ denotes the conjugate matrices of $\mathbf{Y}_j$, it is easily seen that

$$
\mathbf{V}_j^* \tilde{\mathbf{K}} \mathbf{U}_j = \begin{bmatrix}
\mathbf{H}_j & -\tilde{\mathbf{Y}}^* \tilde{\mathbf{K}} \mathbf{Y}_j \\
0 & \mathbf{H}_j^*
\end{bmatrix}, \quad \mathbf{V}_j^* \tilde{\mathbf{N}} \mathbf{U}_j = \begin{bmatrix}
\mathbf{R}_j & -\tilde{\mathbf{Y}}^* \tilde{\mathbf{N}} \mathbf{Y}_j \\
0 & \mathbf{R}_j^*
\end{bmatrix}
$$

which implies that the $\mathcal{T}$-skew-Hamiltonian property is preserved in each iteration step.

Note that Theorem 3.1 indicates that although the number of the eigenvectors associated with the eigenvalue $\mu$ is even, only half of the eigenvectors are needed to extract all the eigenvectors corresponding to the eigenvalues $\nu$ and $\frac{1}{\mu}$. Furthermore, through the above mentioned structure-preserving Arnoldi process, the $\mathcal{T}$-skew-Hamiltonian structure of the matrix pencil in Theorem 3.2 is preserved and the even multiplicity of the eigenvalue $\mu$ is automatically obtained. Therefore, the required halves of the eigenvectors associated with the eigenvalue $\mu$ can be easily computed when the desired eigenpairs are convergent. In fact, the desired eigenpairs $(\tilde{\mu}_j, \tilde{z}_j)$ of $(\tilde{\mathbf{K}}, \tilde{\mathbf{N}})$ can be computed from the matrix pair $(\tilde{\mathbf{H}}_j, \tilde{\mathbf{R}}_j)$ with $\tilde{\mathbf{H}}_j, \tilde{\mathbf{R}}_j \in \mathbb{C}^{2n \times 2n}$ and $\tilde{z}_j = \mathbf{Z}_j \mathbf{s}_j$. From Theorem 3.1, one can compute the desired eigenpairs of $(\mathbf{M}, \mathbf{L})$ from $(\tilde{\mu}_j, \tilde{z}_j)$ and preserve the reciprocal relationship of the eigenvalues of the GEP algebraically.

We summarize the above procedures for computing the reciprocal eigenpairs of the GEP (12) in Algorithm 1. Note that, in step 1 of Algorithm 1, the linear systems

$$
\mathbf{N}_1 \nu_1 = b_1, \quad \mathbf{N}_2 \nu_2 = b_2.
$$

have to be solved in order to obtain $\tilde{\mathbf{Z}}_j$ from (22). This is indeed the most time-consuming step in the proposed structure-preserving algorithm. In the following, we discuss how to solve (24) efficiently.

**Algorithm 1.** Structure-preserving algorithm for solving GEP (12)

**Input:** matrices $\mathbf{F}, \mathbf{G}, \mathbf{M}_2$, and $\mathbf{M}_1$, shift value $\tau$ and the number $m$ of desired eigenvalues.

**Output:** eigenpairs $\{(\gamma_j, [(\psi_{1j}^{(1)})^\dagger, (\psi_{1j}^{(2)})^\dagger, (\psi_{2j}^{(1)})^\dagger, (\psi_{2j}^{(2)})^\dagger])^\dagger\}^{m}_{j=1}$ of the GEP in (12) where $\gamma_j + \gamma_j^{-1}$ for $j = 1, \ldots, m$ are the closest to shift value $\tau + \tau^{-1}$.

1: Compute eigenpairs $\{([\tilde{\mathbf{H}}_j, \tilde{\mathbf{Z}}_j = [z_{1j}^T, z_{2j}^T]^T])^{m}_{j=1}\}$ of $(\tilde{\mathbf{K}}, \tilde{\mathbf{N}})$ by using GTSHIRA.

2: Compute eigenvalues $\gamma_j$ and $\frac{1}{\gamma_j}$ of TPQEP in (3) by solving

$$
\gamma_j^2 - (\tau + \tau^{-1} + \tilde{\mu}_j^{-1}) \gamma_j + 1 = 0;
$$

Compute eigenvectors

$$
\psi_{1j}^{(1)} = \frac{1}{\gamma_j} z_{1j} - z_{2j}, \quad \psi_{1j}^{(2)} = \gamma_j z_{1j} - z_{2j},
$$

$$
\psi_{2j}^{(1)} = -M_2^{-1}(\gamma_j^{-1}F^\dagger \psi_{1j}^{(1)} + G^\dagger \psi_{1j}^{(2)}), \quad \psi_{2j}^{(2)} = -M_2^{-1}(\gamma_j F^\dagger \psi_{1j}^{(2)} + G^\dagger \psi_{1j}^{(2)});
$$

for $j = 1, \ldots, m$. 
By the definitions of $\mathcal{M}$ and $\mathcal{L}$ in (16), we have
\[
\begin{bmatrix}
I & -\tau I \\
0 & I \\
\end{bmatrix}(\mathcal{M} - \tau \mathcal{L}) = \begin{bmatrix}
t^2 A_1^2 + \tau A_0 + A_1 & 0 \\
-A_0 - \tau A_1 & -I \\
\end{bmatrix}
\] (25a)
and
\[
\begin{bmatrix}
I & -A_0 - \tau A_1 \\
0 & I \\
\end{bmatrix}(\mathcal{M}^\top - \tau \mathcal{L}^\top) = \begin{bmatrix}
t^2 A_1^2 + \tau A_0 + A_1 & 0 \\
-\tau I & -I \\
\end{bmatrix}.
\] (25b)

From (19) and (25), we see that solving (24) is equivalent to solving
\[
(t^2 A_1 + \tau A_0 + A_1)^2 v_{11} = b_{11} - \tau b_{12},
\]
\[
v_{12} = -b_{12} - (A_0 + \tau A_1^2) v_{11},
\]
and
\[
(t^2 A_1 + \tau A_0 + A_1) v_{22} = b_{22} + (A_0 + \tau A_1^2) b_{21},
\]
\[
v_{21} = \tau v_{22} - b_{21},
\]
where $v_1 = [v_{11}, v_{12}]^\top$, $v_2 = [v_{21}, v_{22}]^\top$, $b_1 = [b_{11}, b_{12}]^\top$ and $b_2 = [b_{21}, b_{22}]^\top$. By the definitions of $A_0$ and $A_1$, it holds that
\[
t^2 A_1 + \tau A_0 + A_1 = (G + \tau F) M_2^{-1} (F^\top + \tau G^\top) - \tau M_1
\] (28)
and
\[
t^2 A_1 + \tau A_0 + A_1^2 = (F + \tau G) M_2^{-1} (G^\top + \tau F^\top) - \tau M_1.
\] (29)
Let $M_1 = LU$ be the LU factorization of $M_1$. Set
\[
E_1 = L^{-1} \left( \frac{1}{\tau} G + F \right), \quad E_2 = U^{-1} (F + \tau G).
\]
By the Sherman–Morrison–Woodbury formula, (28) and (29) can be further factorized as following,
\[
(t^2 A_1 + \tau A_0 + A_1)^{-1} = -\frac{1}{\tau} U^{-1} [I - E_1 M_2^{-1} E_2^\top]^{-1} L^{-1} = -\frac{1}{\tau} U^{-1} [I + E_1 (M_2 - E_2^\top E_1)^{-1} E_2^\top] L^{-1},
\] (30)
and
\[
(t^2 A_1 + \tau A_0 + A_1^2)^{-1} = -\frac{1}{\tau} L^{-1} [I + E_2 (M_2 - E_1^\top E_2)^{-1} E_1^\top] U^{-1}.
\] (31)

Now, obviously, the solutions of (26) and (27) can be obtained by two forward substitutions ($L^{-1}$), two backward substitutions ($U^{-1}$) and solving small linear systems $(M_2 - E_2^\top E_1)^{-1}$ and $(M_2 - E_1^\top E_2)^{-1}$. As a result, Algorithm 1 is very efficient.

4. Numerical results

In this section, we first conduct numerical results to validate the convergence of our finite element model. Second, we report numerical comparisons with our structure-preserving method and the traditional Arnoldi method for solving the GEP (12) to demonstrate the accuracy and efficiency of the proposed eigenvalue solver. All of the computations are performed in MATLAB 2010b on an HP workstation with an Intel Quad-Core Xeon X5570 2.93 GHz and 60 GB of main memory, using IEEE double-precision floating-point arithmetic.

The configuration of our computational domain, shown in Fig. 2, is as follows. The domain width $AB$ and the height $CD$ are set to be $10^{-4}$ and $3 \times 10^{-6}$, respectively. The ratio of the electrode width $EF$ versus the domain width is set to be $\frac{1}{10}$ and the ratio of the electrode thickness $DE$ versus the domain height is $\frac{1}{10}$. The material constants of LiTaO$_3$ and LiNbO$_3$ are taken from the measurements obtained by Kushibiki, Takanaga and Sannomiya [17]. Additionally, the viscous damping coefficient $\kappa_1 \approx 0(10^{-6})$ in the 10 KHZ operation range and $\kappa_1 \approx O(10^{-10})$ in the MHz operation range for a family of PZT materials has been shown in [20,23]. In general, $\kappa_1$ depends on the operation frequency $\omega$. The viscous damping coefficient is extrapolated to the GHz operation range according to the reciprocal rule $\kappa_1 \propto \frac{1}{\omega}$ [7]. In our numerical studies, the viscous damping coefficient $\kappa_1$ is set to be $10^{-14}$, and the mass damping coefficient $\kappa_2$ is taken as $1 - \kappa_1$ to account for the effect of the electrode weight.

4.1. Accuracy and convergence of finite element approximation

First, we show that our finite element model gives accurate results when predicting the center of the stopping band of LSAW on the filters with aluminum electrodes on top of the piezoelectric substrates $36^\circ$ YX-LiTaO$_3$ and $64^\circ$
YX-LiNbO$_3$. The dispersion diagrams of the attenuation constant $\alpha$ and the propagation constant $\beta$ associated with the eigenvalue $\lambda(\omega)$, which is the closest to $-1$ on the complex plane for the frequency $\omega$ around the stopping bands, are shown in Fig. 3(a) and (b) for the crystals 36° YX-LiTaO$_3$ and 64° YX-LiNbO$_3$, respectively. A typical shear wave displacement associated with the eigenvalue of the computed eigenvalue is shown in Fig. 4 which mesh is locally refined twice near the interface over a uniform mesh.

To measure the convergence of the eigenvalues, tests over three successively refined meshes with an initial mesh length of $h = \frac{p}{20}$ are performed. The dimensions of matrices $M_1$ and $M_2$ associated with uniform meshes and locally refined meshes are listed in the second and third columns of Table 1, respectively. We set $\lambda_i$ to be the eigenvalue obtained from the meshes with a mesh length of $p/(10 \times i)$. Here, the index $\xi = u$ and $\xi = l$ denote that the mesh is uniform without and with local refinement, respectively. Using $\lambda_{i6u}$ as an exact value, the convergence of the eigenvalues can be verified from $|\lambda_{i6u} - \lambda_{2i,u}|$ and $|\lambda_{i6u} - \lambda_{2i,l}|$ for $i = 1, 2, 3$. The values of $|\lambda_{i6u} - \lambda_{2i,u}|$ and $|\lambda_{i6u} - \lambda_{2i,l}|$ for 36° YX-LiTaO$_3$ and 64° YX-LiNbO$_3$ at $\omega_1$ and $\omega_K$ are shown in Table 2, where $\omega_1$ and $\omega_K$ are the frequencies for which the stopping band starts and ends, respectively. From Table 2, it can be seen that the accuracy of the eigenvalue is increased as the mesh length is reduced and is improved with locally refined meshes. The average of the error reduction rate is about 3.68 which is calculated by averaging the ratio $\frac{|\lambda_{i6u} - \lambda_{2i,\xi}|}{|\lambda_{i6u} - \lambda_{2i,\xi}|}$, for $i = 1, 2$, over both cases. Moreover, it is known that the wave propagation velocity is approximately 4112 m/s for 36° YX-LiTaO$_3$ and approximately 4478 m/s for 64° YX-LiNbO$_3$. It is clear that because the domain width $p = 1 \times 10^{-6}$, the center of the stopping band is approximately 2.056 GHz and 2.239 GHz for 36° YX-LiTaO$_3$ and 64° YX-LiNbO$_3$, respectively. We compute the center of the stopping band by averaging $\omega_1$ and $\omega_K$ on different mesh lengths and show the computational results in Table 3. Obviously, one can see that the central frequency monotonically converges to a constant when the mesh length is reduced. The numerical error from our finite element simulations is less than 0.2% and 1.2% for 36° YX-LiTaO$_3$ and 64° YX-LiNbO$_3$, respectively.

4.2 Comparison of Algorithm 1 and traditional Arnoldi method

From Tables 2 and 3, we have already shown that the accuracy of the computed eigenvalues and the central frequency of the stopping band obtained from the locally refined mesh with a mesh length of $p/80$ is almost the same as the values obtained from a uniform mesh with a mesh length of $p/160$. Therefore, in the following numerical computations, we consider only the coefficient matrices in the GEP (12) that are generated by the finite element discretization on the mesh that is locally refined twice over the uniform mesh with a mesh length of $p/80$.

Let the pair $(\lambda_{k,l}, \lambda_{k,o})$, $k = 1, \ldots, N$, denote the reciprocal pairs of eigenvalues of (12), where $\lambda_{k,l}$ and $\lambda_{k,o}$ lie inside and outside of $\Omega$, respectively. Fig. 5 displays the eigenvalues $\{\lambda_{1,l}, \ldots, \lambda_{9,l}, \lambda_{1,0}, \ldots, \lambda_{5,0}\}$ of the LiNbO$_3$ at a frequency of $\omega = 2.180$ GHz in which reciprocal pairs $(\lambda_{k,l}, \lambda_{k,o})$ for $k = 1, \ldots, 5$ close to $\Omega$ may be of interest. The notation $\Omega(\lambda)$ represents the set of all of the eigenvalues that cluster at the origin of the complex plane. Suppose that $2N$ eigenvalues near $\Omega$ are desired. The Arnoldi process in (21) and (22) for GTSHIRA is set to restart if the desired eigenpairs are not convergent when the dimension $j$ of the subspace span{$Y_j$} grows more than $3N$. The number for restarting the Arnoldi process is denoted by “#Iter” in the following.

A standard iterative approach for solving the GEP (12) is to apply the Arnoldi method on the equation directly. However, the reciprocal property of the eigenvalues is not guaranteed to be preserved in the computation. For Algorithm 1, based on the $(S + S^{-1})$-transform, if $\lambda$ and $\mu$ are the eigenvalues of (12) and (17), respectively, then $\lambda$ and $\mu$ satisfy the relationship $\mu = \lambda + \lambda^{-1}$. As a result, we can obtain the $k$-th reciprocal pair $(\lambda_{k,l}, \lambda_{k,o} = 1/\lambda_{k,1})$ by solving the algebraic equation

![Dispersion diagrams](image-url)
Fig. 4. A shear wave displacement.

Table 1
Dimension information of matrices $M_1$ and $M_2$ obtained from FEM discretization.

<table>
<thead>
<tr>
<th>Mesh length</th>
<th>Uniform $M_1$</th>
<th>Uniform $M_2$</th>
<th>Local refine $M_1$</th>
<th>Local refine $M_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p/20$</td>
<td>3554</td>
<td>183</td>
<td>4968</td>
<td>183</td>
</tr>
<tr>
<td>$p/40$</td>
<td>14,548</td>
<td>363</td>
<td>17,192</td>
<td>363</td>
</tr>
<tr>
<td>$p/80$</td>
<td>38,856</td>
<td>723</td>
<td>63,960</td>
<td>723</td>
</tr>
<tr>
<td>$p/160$</td>
<td>236,752</td>
<td>1443</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2
The values of $|\lambda_{16,1} - \lambda_{2,1}^{(2)}|$ for different mesh lengths at frequencies $\omega_h$ and $\omega_l$.

<table>
<thead>
<tr>
<th>$\omega$ (GHz)</th>
<th>$36^\circ$ YX-LiTaO$_3$</th>
<th>$64^\circ$ YX-LiNbO$_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_h = 2.028$</td>
<td>0.0222</td>
<td>0.0001</td>
</tr>
<tr>
<td>$\omega_l = 2.075$</td>
<td>0.0161</td>
<td>0.0006</td>
</tr>
<tr>
<td>$\omega_h = 2.177$</td>
<td>0.0955</td>
<td>0.0007</td>
</tr>
<tr>
<td>$\omega_l = 2.257$</td>
<td>0.0797</td>
<td>0.0016</td>
</tr>
</tbody>
</table>

Table 3
Computed center frequency $f_c$ (GHz) of stopping bands of LSAW on various meshes. Here, $h_u$ and $h_l$ denote the mesh length of meshes without and with local refinement, respectively.

<table>
<thead>
<tr>
<th>Mesh length</th>
<th>$h_u = \frac{p}{40}$</th>
<th>$h_l = \frac{p}{80}$</th>
<th>$h_u = \frac{p}{160}$</th>
<th>$h_l = \frac{p}{320}$</th>
<th>$h_u = \frac{p}{640}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_c$</td>
<td>LiTaO$_3$</td>
<td>2.05246</td>
<td>2.05222</td>
<td>2.05206</td>
<td>2.05191</td>
</tr>
<tr>
<td></td>
<td>LiNbO$_3$</td>
<td>2.21623</td>
<td>2.21464</td>
<td>2.21385</td>
<td>2.21305</td>
</tr>
</tbody>
</table>

$\mu_k = \lambda_{k+1} - \lambda_{k+1}^{-1}$ after the $k$-th eigenvalue $\mu_k$ of $\mathbf{K}z = \mu \mathbf{N}z$ is computed. Hence, the reciprocity is automatically preserved. Two numerical comparisons on preserving the reciprocal property, between Algorithm 1 and the traditional Arnoldi method, are listed in the following, where the eigenvalues of $64^\circ$ YX-LiNbO$_3$ at a frequency of $\omega = 2.180$ GHz are computed.

- The traditional Arnoldi method does not guarantee that half of the computed eigenvalues lie inside of the unit circle and the others lie outside. For example, when we use the Arnoldi method to compute four eigenvalues (i.e., $2N = 4$) of (12) that are near to $-1$, the four convergent eigenvalues are $\lambda_{1,1}, \lambda_{1,0}, \lambda_{2,1}$ and $\lambda_{3,1}$. Clearly, the reciprocal property of the eigenvalues is lost.
• Suppose that one wants to compute the five reciprocal pairs \((\lambda_{k1}, \lambda_{k0})\) for \(k = 1, \ldots, 5\) and takes a shift value \(\tau = -2.89\). The eigenvalues in \(O(\lambda)\) are closer to \(\tau\) than the eigenvalues \(\lambda_{5j}\) and \(\lambda_{50}\). As a result, the desired reciprocal pair \((\lambda_{k1}, \lambda_{k0})\) near \(U\) cannot be discovered by the Arnoldi method. In contrast, in Algorithm 1, according to the relationship \(\mu = \lambda + \lambda^{-1}\) and the eigenvalue \(\mu\) of \(Kz = \mu Nz\) is far away from the shift value \(\tau + 1/\mu\) when \(\lambda\) is close to the origin. Naturally, Algorithm 1 will not converge to those unwanted eigenvalues in \(O(\lambda)\). As a result, all of the desired eigenvalues can be discovered more easily by Algorithm 1 than with the traditional Arnoldi method. Our numerical results in Table 4 show that not only all of the desired eigenvalues are found by Algorithm 1, even when the number of desired eigenvalues is set to \(2N = 18\), but Algorithm 1 also converges much faster than the traditional Arnoldi method. In fact, only two restarting steps are needed for Algorithm 1 to converge for all of the cases shown in Table 4. In addition, from the rightmost column of Table 4, one can see that all of the computed eigenvalues indeed preserve the reciprocal property. In contrast, the reciprocity of the convergent eigenvalues obtained by the Arnoldi method are diminished by approximately 3 significant digits.

From the above comparison, Algorithm 1 preserves the reciprocal property of the eigenvalues of the GEP (12) effectively. For measuring the accuracy of Algorithm 1, let us define the relative residual of an eigenpair \((\lambda, u)\) of (12), where \(u = [\psi_1, \psi_2]^T\), as the following:

\[
\|M_1 G F^T 0\|_F \|u - \lambda \left[ \begin{array}{c} 0 \\ \begin{array}{c} F^T \\ M_2 \end{array} \end{array} \right] u\|_F / \|M_1 G F^T u\|_F + |\lambda| \|M_2 u\|_F ,
\]

where \(\| \cdot \|_F\) is the Frobenius matrix norm. The maximal relative residuals of the 10 desired eigenpairs for 64\(^{\circ}\) YX-LiNbO\(_3\) with various frequencies, are shown in Fig. 6. From these numerical results, one can see that the eigenpairs produced by Algorithm 1 possess high accuracy in terms of the relative residual error.

**Table 4**

| Method     | 2N  | Computed eigenvalues | #iter | max(||\(\lambda_{k1}/\lambda_{k0} - 1||)\) |
|------------|-----|----------------------|------|----------------------------------------|
| Arnoldi    | 8   | \{\(\lambda_{k1}/\lambda_{k0}\)\}_{k=1}^4 | 2    | \(1.7 \times 10^{-13}\)                |
|            | 10  | \{\(\lambda_{k1}/\lambda_{k0}\)\}_{k=1}^4 | 5    | \(1.7 \times 10^{-13}\)                |
|            | 12  | \{\(\lambda_{k1}/\lambda_{k0}\)\}_{k=1}^4 | 4    | \(1.7 \times 10^{-13}\)                |
| Algorithm 1| 8   | \{\(\lambda_{k1}/\lambda_{k0}\)\}_{k=1}^4 | 2    | \(1.1 \times 10^{-16}\)                |
|            | 10  | \{\(\lambda_{k1}/\lambda_{k0}\)\}_{k=1}^4 | 2    | \(1.1 \times 10^{-16}\)                |
|            | 12  | \{\(\lambda_{k1}/\lambda_{k0}\)\}_{k=1}^4 | 2    | \(1.1 \times 10^{-16}\)                |
|            | 18  | \{\(\lambda_{k1}/\lambda_{k0}\)\}_{k=1}^4 | 2    | \(2.2 \times 10^{-16}\)                |
Next, let us compare the efficiency of Algorithm 1 and the traditional Arnoldi method. The CPU times for computing 10 desired eigenpairs (i.e., $2N = 10$) for $64^°$ YX-LiNbO$_3$ with various frequencies with Algorithm 1 and the traditional Arnoldi method are shown in Fig. 7. On average, Algorithm 1 takes only 476 s of CPU time to compute the desired eigenpairs for all of the frequencies $\omega$ in the search range. Obviously, the proposed algorithm is more efficient compared with the traditional Arnoldi method, which takes 527 s of CPU time to obtain all of the desired eigenpairs.

5. Conclusions

In this paper, we have modeled leaky surface acoustic wave propagation on a simple resonator with an interdigital transducer (IDT), where electrodes are arranged periodically on piezoelectric substrates (PZT) such as $64^°$ YX-LiNbO$_3$ and $36^°$ YX-LiTaO$_3$. The energy conservation Eq. (5) is discretized by a finite element method (FEM) applied to a single cell domain with proper periodic boundary conditions, as shown in Fig. 2. Eq. (5) is discretized on locally refined meshes to increase the accuracy of our numerical solutions. Our FEM simulation for predicting the center frequency of the stopping bands of the resonator is convergent and accurate with an error of approximately 1% compared with experimental data, as shown in Tables 2 and 3. For computing the dispersion diagram near the center of the stopping band of the resonator, we transform the GEP (12) into the TPQEP (3) to reveal the important reciprocal relationship of the eigenvalues in which the eigenvalues appear in
reciprocal pairs $(\lambda, 1/\lambda)$. The TPQEP (3) is then solved by GTSHIRA so that the reciprocal relationship of the eigenvalues can be automatically preserved. Our numerical results show that the traditional Arnoldi method converges slowly and fails to preserve the reciprocal property of the eigenvalues near the unit circle. In contrast, the proposed structure-preserving method in Algorithm 1 not only converges to those eigenpairs faster than does the traditional Arnoldi method, but it also possesses high accuracy in terms of the relative residual error. Furthermore, the reciprocal property of the eigenpairs is kept nicely under machine precision. Recently, some studies have been shown that the wave propagation speed in PZT can be affected by stress [26,27] and temperature [28]. With the proposed structure-preserving algorithm, we would like to investigate how the center and range of the SAW frequency changes under initial stress and thermal effect in our future studies.
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