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This paper deals with an integrated scheduling problem in which orders have been processed by a distribution centre and then delivered to retailers within time windows. We propose a nonlinear mathematical model to minimise the time required to complete producing the product, delivering it to retailers and returning to the distribution centre. The optimal schedule and vehicle routes can be determined simultaneously in the model. In addition, two kinds of genetic-algorithm-based heuristics are designed to solve the large-scale problems. The conventional genetic algorithm provides the search with a high transition probability in the beginning of the search and with a low probability toward the end of the search. The adaptive genetic algorithm provides an adaptive operation rate control scheme that changes rate based on the fitness of the parents. The experimental results have shown that the solution quality of these two algorithms is not significant but that the adaptive genetic algorithm can save more time in finding the best parameter values of the genetic algorithm.
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1. Introduction

Introducing the zero-inventory concept into production and delivery problems has been widely discussed in many industries in which a product cannot be inventoried due to its short lifespan. The production factory or distribution centre has to deliver the product within a strictly limited time to fulfil their orders from customers in order to be more competitive. In such an integrated system, an important element of achieving the just-in-time concept, reducing the retailer’s inventory, is incorporated between order scheduling and the delivery of finished goods. Traditional research has separately and sequentially investigated machine scheduling and order delivery without effective coordination. However, making two individual but uncoordinated decisions will not produce a global optimal solution.

This study investigates a practical scheduling problem of a distribution centre (logistics plant) addressing the needs of various demand points. In-factory, there are two types of inventory groups divided by product size, weight, demand cycle and product value. High-value commodities are produced by a predetermined conveyor belt system. The products in the system are produced by high mix low volume (HMLV) and picked into order totes in order to facilitate loading and unloading. The number of high-volume commodities are packed in a ‘dozen’ or ‘box’ as a unit stacked shelves. In the order-picking region, there are several picking personnel driving electric pallet trucks shuttling between the shelves to fill such orders. We are interested in the scheduling problem related to serving the demand from customers who are high-value commodity users. Because the retailer’s warehouse capacity is quite limited, it prefers to receive merchandise on time to increase turnover of internal products. Hence, each order requires processing in the distribution centre and delivery to a predetermined location within a time window.

We assume that all requests are known in advance and each order is produced immediately in one pack containing several goods. In other words, each production order is considered as a continuous process according to each retailer’s requests. Consequently, the manufacturing stage of an order can be considered as a single process without interruption. The decision maker has to decide when the production orders should start to be picked up and when they can be assigned to a vehicle so that the orders can be optimised into a delivery route. The operational decision making is to determine the minimum makespan.

In recent years, for the two-echelon supply chain problems, most articles have focused on production and distribution planning such as those by Liang (2008), Safaei \textit{et al.} (2010), Samaranayake \textit{et al.} (2011), and
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We consider a distribution centre with one manufacturing process but that produces several kinds of products. The distribution centre supplies to a set of retailers. The demands at retailers are assumed stochastic and they will be a random variable with a probability density function. Thus, the revenue of the supplier is uncertain and the objective of this study is to maximise the expected total profit of the supplier.

The integrated scheduling problem that we study extends from these recent papers. In the next section, we present a formulation mix with production scheduling and vehicle routing problems with a time window into an integer nonlinear programming model. We then describe two evolutionary algorithms for making improvements in Section 3, and in Section 4 numerical results are provided. This paper is concluded in Section 5.

2. Model formulation

2.1 Description of problem

We consider a distribution centre with one manufacturing process but that produces several kinds of products. The products that each retailer requires are put into one pack immediately. Our objective is to minimise the time, $t_{\text{max}}$, required to manufacture and deliver goods to satisfy all demands. We implement this expiration time by requiring that all batches must be delivered within a time window $[a_i, b_i]$. There is a set of retailers, $N = \{1, 2, \ldots, n\}$; each has a geographic location and a demand, $d_i$, $i \in N$, to be satisfied. Production and distribution can occur continuously throughout the period, so this problem can be envisioned as planning a day’s operation for a product that has a production cycle that is less than one day.

Trucks with capacity $Q$, $\max_{i \in N} d_i \leq Q \leq \sum_{i=1}^{n} d_i$, are used to deliver the products to retailers. Since each truck has a limited capacity, many vehicles are needed and the number of vehicles is given, $K = \{1, 2, \ldots, k\}$. We assume that as long as the total physical space of the products loaded into the vehicle does not exceed $Q$, they can be arranged to fit in the physical space provided by the vehicle. Each trip starts at the distribution centre (location 0), travels to a sequence of retailer locations and returns to the distribution centre. We assume that each retailer is visited only once and that all demands must be satisfied.

Other assumptions in formulating are given as follows:

1. The demand quantity of retailers is known and given.
2. The vehicle fleet size is consistent.
3. All products of the same retailer are produced continuously as the same batch.
4. The setup time for producing different batches is negligible.
(5) The truck loading time is negligible.
(6) The travel distances of delivery networks are symmetric.

2.2 Notation

The notations which are used to develop a mathematical model of the problem are defined and interpreted as follows:

Decision variables:
- $C_{ik}$: makespan of the demand of retailer $i$ in the distribution centre for vehicle $k$
- $Z_{ij}$: a binary decision variable indicating if product $i$ is performed before product $j$
- $y_{ik}$: a binary decision variable indicating if the order from retailer $i$ is delivered by vehicle $k$
- $x_{ijk}$: a binary decision variable indicating if the arc $(i, j)$ is part of a vehicle route $k$
- $t_i$: time departing from retailer $i$

Non-decision variables and parameters:
- $p_i$: unit processing time of retailer $i$
- $d_i$: demand of retailer $i$
- $f_{ij}$: travel time between retailers $i$ and $j$
- $s_i$: service time at retailer $i$
- $r_i$: flow variables of retailer $i$
- $N$: retailer set
- $N_0$: retailer set including location 0
- $M$: very large positive number

2.3 Mathematical models

The addressed problem with minimisation of the total complete time objective can be formulated as follows.

\[
\min \ t_{\text{max}} \tag{1}
\]

The constraints in the model are presented below in three sets, each representing one type of system constraint.

Production scheduling constraints:

\[
\sum_{k \in K} C_{ik} - p_i d_i \geq 0, \quad i \in N, \tag{2}
\]

\[
\sum_{k \in K} C_{jk} - p_j d_j \geq \sum_{k \in K} C_{ik} + M(Z_{ij} - 1), \quad i \times j \in N^2, \tag{3}
\]

\[
Z_{ij} + Z_{ji} = 1, \quad i \times j \in N^2, \tag{4}
\]

\[
C_{ik} \leq M \times y_{ik}, \quad i \in N; k \in K. \tag{5}
\]

Flow conservation constraints:

\[
\sum_{k \in K} y_{ik} = \begin{cases} K, & i = 0 \\ 1, & i \in N \end{cases}, \tag{6}
\]

\[
\sum_{i \in N} \sum_{k \in K} x_{ijk} = \begin{cases} K, & j = 0 \\ 1, & j \in N \end{cases}, \tag{7}
\]

\[
\sum_{j \in N_0} x_{ijk} = \sum_{j \in N_0} x_{jik} = y_{ik}, \quad i \in N_0; k \in K, \tag{8}
\]
\[ \sum_{j \in N} x_{ijk} = 1, \quad k \in K, \quad (9) \]

\[ r_0 = 0, \quad (10) \]

\[ r_j - r_i \geq (d_j + Q) \sum_{k \in K} x_{ijk}, \quad i \in \mathbb{N}_0; j \in N, \quad (11) \]

\[ r_j \leq \sum_{k \in K} \sum_{i \in \mathbb{N}_0} Q x_{ijk}, \quad i \in N. \quad (12) \]

Definitional constraints:

\[ t_j \geq \max\{t_i + f_{ij}, a_j\} + s_j - M(1 - x_{ijk}), \quad i \times j \in N^2; k \in K, \quad (13) \]

\[ t_j \geq \max\{\max C_{ik}y_{ij} + f_{ij}, a_j\} + s_j - M(1 - x_{ijk}), \quad i \times j \in N^2; k \in K, \quad (14) \]

\[ a_j \leq t_j - s_j \leq b_j, \quad j \in N, \quad (15) \]

\[ t_{\text{max}} \geq t_j + f_{ij}, \quad j \in N. \quad (16) \]

Nonnegative constraints:

\[ t_j \geq 0, \quad j \in N, \quad (17) \]

\[ C_{ik} \geq 0, \quad i \in \mathbb{N}; k \in K. \quad (18) \]

Equation (1) minimises the time required to manufacture and deliver goods to satisfy all production demands by all vehicles. The constraints in Equations (2)-(5) are production scheduling constraints. The constraint in Equation (2) ensures that the batch at the manufacturing stage can be completed only after it has been on the conveyor belt for the necessary processing time. The constraint in Equation (3) imposes that the one batch at the manufacturing stage cannot start before the previous batch on the same machine has been completed for different batches. The constraint in Equation (4) defines that a batch can only be performed either before or after the other for any pair of batch \( i \) and \( j \). The constraint in Equation (5) assures the \( y \) variables.

The constraints in Equations (6)-(12) are flow conservation constraints of vehicle route problems. The constraints in Equations (6) and (7) enforce that one vehicle arrives at retailer \( j \) exactly once and every route starts and ends at the depot. The constraint in Equation (8) allows that for each retailer \( i \), the entering vehicle must eventually leave this node. The constraint in Equation (9) restricts each vehicle to only leave the supplier once. The constraints in Equations (10)-(12) are the subtour elimination constraints. The constraint in Equation (11) also guarantees the vehicle’s capacity. The constraints in Equations (13)-(16) are definitional constraints. The constraints in Equations (13) and (14) define the arrival time at retailer \( j \). The constraint in Equation (15) denotes that the service at retailer \( i \) begins in the intervals \([a_i, b_i]\). The constraint in Equation (16) ensures that the ending time at the delivery stage can be completed only after all vehicles return to the depot. The constraints in Equations (17) and (18) are nonnegative constraints.

The model formulated above is an integer nonlinear programming model embedding a vehicle routing problem, which is known to be NP-hard. Therefore, genetic algorithm (GA)-based heuristics are proposed for solving the addressed problem.

3. Developing evolutionary algorithms

So far, the genetic algorithm is most commonly applied to global optimisation, especially in complex nonlinear problems and in situations when an analytical solution cannot be obtained. Hence, in this article two GA based heuristics are developed to obtain a near optimal schedule in a reasonable computation time.
In the proposed encoding scheme is integer coding combined with order (or permutation)-based encoding for the priority assignment. Although a binary coding has some advantages in terms of implicit parallelism of the search, we apply an integer coding to keep the chromosome simple and reduce the overhead of coding/decoding (see Michalewicz 1996, Ishibuchi et al. 2003, Iyer and Saxena 2004).

The decoding scheme is another key component for establishing an effective search subject to a given permutation by the chromosome. This algorithm is an example of route first cluster second heuristics. It uses the backward method to avoid a large number of infeasible solution spaces and to ensure the feasibility of chromosomes in decoding. After decoding the permutation, we can obtain the vehicle assignment and route planning of vehicles. The detailed process of the decoding is described in Subsection 3.3.

3.1 Conventional genetic algorithm

GA is inspired by the natural capability of living beings to evolve in order to adapt to their environment. The driving force in this algorithm is the selection of chromosomes based on their fitness. Chromosomes with better fitness have a higher probability of being chosen as members of the next iteration population. During each generation, we have operators recombine two or more chromosomes to produce new individuals called crossover operators. Furthermore, we have operators which cause the self-adaptation of individuals and create more offspring eugenics called mutation operators. These two operators rates are $p_c$ and $p_m$ respectively. The basic structure of the algorithm is illustrated as follows.

**Input.** Randomly produce an initial population.

**Output.** The best chromosome from the final population after the evolution procedure.

While the termination condition is not yet achieved:
- Evaluate fitness of the population,
- Select chromosomes for the candidate population,
- Perform crossover and mutation,
- Reproduce new population.

When the permutations produced by the GA procedure are complete, the solving process of each individual chromosome can be treated as a two-stage flowshop scheduling. A GA for flowshop scheduling was proposed by Reeves (1995), which was then tested on several categories of problems with time gradients and job correlations and some hard test problems proposed by Taillard (1993). Murata et al. (1996) compared various crossover and mutation operators and showed that the two-point crossover and shift mutation operators are effective for this problem. In the past, research by Cheng and Chang (2007) showed complete optimal parameter combination design in GA for general flowshop problems. The operators which are used to develop the heuristic are interpreted as follows:

1. Select new population

Selection strategy plays an important role in GA, as a bad selection strategy will lead to premature convergence. In this article, roulette wheel selection is adopted to determine the candidates for chromosomes. The higher the adaptation function value, the greater the percentage of being the candidate. The adaptation value of each chromosome is the fitness over the whole to design the occupied percentage on the roulette wheel. The object of this article is to minimise the total completion time, and this value is used to express the fitness function.

2. Crossover

The chromosomes in the candidate population go through crossover and mutation processes to produce offspring for the next generation. We use the longest common subsequence (Cormen et al. 1990) to operate in the mating system. Suppose that $A$ and $B$ are the individuals chosen for crossover $A=(856273914)$ and $B=(861294537)$. First, we must locate the longest common subsequence, $LCS=(86294)$, of two candidate individuals. This allows us to search over a larger space, while preserving the good part of the parent chromosomes. Then, we copy common subsequence positions to each offspring and make exchanges for the remaining genes according to their original sequence. The resulting individuals are $A'=(816253974)$ and $B'=(865294731)$. The advantage of this mating system is that it will not produce infeasible solutions and requires no additional time to adjust the structure of individuals.
After crossover, individuals go through a mutation operation with certain mutation rates. The displacement mutation is implemented in this search. For instance, if the segment (6 2 5 3) of individual $A'$ were chosen to be mutated, this segment could be randomly inserted into any hierology placement. Hence, the new string could become $A' = (819762534)$.

### 3.2 Adaptive genetic algorithm

When GA is used to solve different problems, the parameter adjustment has a great impact on effectiveness. In the standard form, the designer is often bothered by the parameter design of a specific problem that can be obtained through trial and error or some algorithmic search. Due to the aforementioned facts, adaptive genetic algorithm (AGA) forms an alternative: it will start with initial parameter values and dynamically modify its parameter set. Lee and Fan (2000) indicated that there are two kinds of processes to adjust the parameters in AGA. The first one changes these parameters according to the deterministic rules, e.g. the number of generations. The second one is adjusting the parameters according to the feedback information, e.g. the fitness value or the diversity of the population.

In AGA, we focus on balancing the exploitation and exploration on solution space in a different manner. The solution structure of this algorithm is the same as the congenital genetic algorithm referred to in Subsection 3.1. However $p_c$ and $p_m$ are increased when the population falls into the local optimum and decreased when the population is scattered in the solution space.

When GA is implemented, whether the solution is converged to an optimum is the concern of most researchers. One possible way of detecting convergence is to observe the average fitness value $f$ of the population in relation to the best value at present $f_{\text{min}}$. $f - f_{\text{min}}$ is likely to be less for a population that has converged to an optimum solution than for a population scattered in the solution space. However the value of $p_c$ also depends on the fitness of both of the present solutions, that is to say $p_c$ should be directly affected by $f' - f_{\text{min}}$, where $f'$ is the better fitness of the solutions to be the crossover. Similarly, the value of $p_m$ depends on the fitness, $f$, of the solution. The closer $f$ is to $f_{\text{min}}$, the smaller $p_m$ should be. The expressions for $p_c$ and $p_m$ take the forms

$$p_c = k_1 (f' - f_{\text{min}})/(\bar{f} - f_{\text{min}}), \quad f' \leq \bar{f},$$

$$p_c = k_3, \quad f' \leq \bar{f}$$

and

$$p_m = k_2 (f - f_{\text{min}})/(\bar{f} - f_{\text{min}}), \quad f \leq \bar{f},$$

$$p_m = k_4, \quad f > \bar{f}$$

Where $k_1, k_2, k_3, k_4 \leq 1.0$.

From the preliminary analysis, the values for the operators $k_1, k_2, k_3$ and $k_4$ are determined and described as follows. Typical values of $p_c$ are in the range 0.5–1.0. The moderately large value of $p_c$ promotes the extensive recombination of the schemata. We assign $k_1$ and $k_3$ a value of 1.0. This setting is to determine the implementation of the crossover when all of the parents' fitness values are inferior compared to the average fitness value. The crossover rate decreases as the fitness value of the adapter of parents tends to $f_{\text{min}}$. Typically, $p_m$ is chosen in the range 0.001–0.05. As $p_m$ increases, the solutions have the opportunity to escape the local optimum. When the solution with inferior average fitness is obtained, this could be completely disruptive and we use a value of 0.5 for $k_4$. We assign a value of 0.5 to $k_2$ because a solution with a fitness value of $f$ should also be able to escape the local region to act in a diversified manner.

### 3.3 Decoding

#### 3.3.1 Finding a set of feasible trips

In this subsection, we show the decoding process in the genetic algorithm for a chromosome. For any chromosome $\sigma$ of $N$ retailers, this algorithm starts with a tour that begins at the central depot, visits each retailer exactly once and
then returns to the depot. Suppose the travelling salesman tour (TSP) can be written as 

\[ 0 - \sigma(1) - \sigma(2) - \cdots - \sigma(n) - 0. \]

The subtour between retailer \( \sigma(i) \) and \( \sigma(j) \), denoted by \( \pi(i, j) \), is the total distance of having a vehicle service retailers \( 0, \sigma(i), \sigma(i+1), \ldots, \sigma(k) \) for \( i < k \), in that order. Hence, the total demand of retailers \( \sigma(i), \sigma(i+1), \ldots, \sigma(k) \) has to be less than the largest vehicle’s capacity. We use the notation \( \delta_i \) and \( \delta_m \) to stand for the \( i \)th feasible solution and the trip generated by the vehicle \( m \) in the \( j \)th feasible solution, respectively. If the number of arcs in the first path is sequential until \( \sigma(i) \) in which \( i \) is determined by a vehicle’s capacity and time window, the sequence of trips generated by \( \delta(1) = \pi(0, \sigma(i)) \). Similarly we can define the paths of other vehicles to be

\[ \delta(2) = \pi(\sigma(i + 1), \sigma(j)), \]

and the trips of the last vehicle is

\[ \delta(K) = \pi(\sigma(K)) \setminus \delta(1) \cup \delta(2) \cup \cdots \cup \delta(K - 1). \]

**Example 1:** Consider a vehicle routing problem (VRP) with a manufacturing stage. There are four retailers being considered and the capacity of a vehicle \( Q = 10 \). The required information for each retailer is shown in Table 1.

The symmetric travel times are the following.

\[
f_{ij} = \begin{bmatrix}
- & 5 & 6 & 3 & 2 \\
5 & - & 4 & 3 & 7 \\
6 & 4 & - & 6 & 4 \\
3 & 3 & 6 & - & 6 \\
2 & 7 & 4 & 6 & -
\end{bmatrix}
\]

If a chromosome \( \sigma = (3, 2, 4, 1) \), all the feasible solutions are generated and described in Table 2. In Table 2, the trips proceed from the distribution centre and the complete time is used to verify the time window of the \( i \)th retailer. Additionally, the completion time has to consider the manufacturing time, delivery time and service time, in other words the manufacturing time sum of the processing time from the demand until the \( i \)th retailer, \( \sigma(i) \); delivery time and service time are calculated by general VRP problems. Additionally, the completion time of the addressed problem is the sum of the manufacturing time, delivery time and service time. The completion time required is calculated as

\[
T_{\sigma(i)} = \sum_{j=1}^{i} p_{\sigma(j)}d_{\sigma(j)} + f_{0\sigma(1)} + \sum_{j=1}^{i-1} f_{\sigma(j)\sigma(j+1)} + \sum_{j=1}^{i} s_{\sigma(j)}.
\]

### Table 1. Retailer information for Example 1.

<table>
<thead>
<tr>
<th>( i )</th>
<th>( p_i )</th>
<th>( d_i )</th>
<th>( s_i )</th>
<th>( [a_i, b_i] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>[0, 100]</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>5</td>
<td>6</td>
<td>[60, 80]</td>
</tr>
<tr>
<td>2</td>
<td>7</td>
<td>4</td>
<td>3</td>
<td>[50, 60]</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>5</td>
<td>5</td>
<td>[40, 60]</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>6</td>
<td>4</td>
<td>[60, 70]</td>
</tr>
</tbody>
</table>

### Table 2. Potential arcs for Example 1.

<table>
<thead>
<tr>
<th>Trip sequence until ( i )th retailer</th>
<th>Demand</th>
<th>Complete time on ( i )th retailer</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 ( \rightarrow ) ( \sigma_1 )</td>
<td>5</td>
<td>45</td>
</tr>
<tr>
<td>0 ( \rightarrow ) ( \sigma_1 \rightarrow \sigma_2 )</td>
<td>9</td>
<td>60</td>
</tr>
<tr>
<td>0 ( \rightarrow ) ( \sigma_1 \rightarrow \sigma_2 \rightarrow \sigma_3 )</td>
<td>15*</td>
<td>63*</td>
</tr>
<tr>
<td>0 ( \rightarrow ) ( \sigma_2 )</td>
<td>4</td>
<td>53</td>
</tr>
<tr>
<td>0 ( \rightarrow ) ( \sigma_2 \rightarrow \sigma_3 )</td>
<td>10</td>
<td>64</td>
</tr>
<tr>
<td>0 ( \rightarrow ) ( \sigma_2 \rightarrow \sigma_3 \rightarrow \sigma_4 )</td>
<td>15*</td>
<td>74*</td>
</tr>
<tr>
<td>0 ( \rightarrow ) ( \sigma_3 )</td>
<td>6</td>
<td>64</td>
</tr>
<tr>
<td>0 ( \rightarrow ) ( \sigma_3 \rightarrow \sigma_4 )</td>
<td>11*</td>
<td>77</td>
</tr>
<tr>
<td>0 ( \rightarrow ) ( \sigma_4 )</td>
<td>5</td>
<td>66</td>
</tr>
</tbody>
</table>

Note: the asterisks indicate values that disqualify the potential arc.
When the completion time is calculated, it is not illegal to violate the time window of each retailer until the ith retailer has been violated. According to Table 2, all feasible solutions could be solved as follows.

\[
\delta_1 = \begin{cases} 
\delta_1(1) = \pi(0, \sigma_1) \\
\delta_1(2) = \pi(\sigma_2) \\
\delta_1(3) = \pi(\sigma_3) \\
\delta_1(4) = \pi(\sigma_4) 
\end{cases}, \quad 
\delta_2 = \begin{cases} 
\delta_2(1) = \pi(0, \sigma_1) \\
\delta_2(2) = \pi(\sigma_2, \sigma_3) \\
\delta_2(3) = \pi(\sigma_4) 
\end{cases}, \quad 
\delta_3 = \begin{cases} 
\delta_3(1) = \pi(0, \sigma_2) \\
\delta_3(2) = \pi(\sigma_3) \\
\delta_3(3) = \pi(\sigma_4) 
\end{cases}.
\]

This method expands when the number of vehicles is unknown. When the number of vehicles is determined, the suitable solutions will be found from the group of feasible solutions. For example, it will be deduced by three vehicles that \(\delta_2\) and \(\delta_3\) are the expected solutions. In the third feasible solution, the route of each vehicle is 0-3-2-0, 0-4-0, 0-1-0, respectively.

3.3.2 Minimising the total completion time for a given set of trips

We now discuss a situation in which the retailers should be served by the known vehicles and the corresponding trips could satisfy all time limit requirements. For specific vehicle \(k\), the processing time can be divided into the production time in the distribution centre \(M^{(1)}_{\delta(k)}\) and delivery time outside the plant \(M^{(2)}_{\delta(k)}\). Thus, the problem is equivalent to a two-stage flowshop system and an optimal schedule can be found by using Johnson’s algorithm. Johnson’s algorithm can be implemented as follows.

Johnson’s algorithm: divide \(K\)-trips into two disjoint subsets \(S_1\) and \(S_2\), where \(S_1 = \{K_i | M^{(2)}_{\delta(k)} \geq M^{(1)}_{\delta(k)}\}\) and \(S_2 = \{K_i | M^{(2)}_{\delta(k)} < M^{(1)}_{\delta(k)}\}\). Order the jobs in \(S_1\) in non-decreasing order of \(M^{(1)}_{\delta(k)}\) and those jobs in \(S_2\) in non-increasing order of \(M^{(2)}_{\delta(k)}\). Sequence jobs in \(S_1\) first, followed by those in \(S_2\).

Using the Johnson’s algorithm framework, we have to define \(M^{(1)}_{\delta(k)}\) and \(M^{(2)}_{\delta(k)}\) in our situation. While retailers of one trip \(\delta(k)\) are known at the distribution centre stage, the production time \(M^{(1)}_{\delta(k)}\) is the sum of the processing times of the demands of each retailer on trip \(\delta(k)\). However, we must take into account explicitly the connection between delivery time and the time window outside the plant. These observations lead to the following formula for \(M^{(2)}_{\delta(k)}\):

\[
\min M^{(2)}_{\delta(k)} \tag{23}
\]

\[
M^{(2)}_{\delta(k)} \leq \max_{i \in \delta(k)} \{ t_i + f_i, a_i \} + s_i - M^{(1)}_{\delta(k)} + M(1 - y), \quad i \times j \in \delta(k)^2, \tag{24}
\]

\[
t_0 \leq M^{(1)}_{\delta(k)} \tag{25}
\]

\[
(t_i + f_i - b_i) \times y \leq 0, \quad i \times j \in \delta(k)^2, \tag{26}
\]

\[
y \in \{0, 1\} \tag{27}
\]

Equation (23) minimises the time at the second stage for when vehicle \(k\) completes the assigned travel trip and returns to the depot. The constraint in Equation (24) ensures that the trip for the delivery stage can be completed only after all necessary retailers have been served within their time window. The constraint in Equation (25) imposes the start time on trip \(\delta(k)\), while the constraint in Equation (26) defines the arrival time on retailer \(i\) to be earlier than its time limit.

3.3.3 Enhancing the algorithm

In the decoding process, a mechanism that converts \(N\) retailers into \(K\) trips to form a \(K\)-job two-stage flowshop scheduling problem is designed. We need to estimate the processing time within each stage. In the first stage, we have determined which retailers should be served on which trips and then intuitively measure of the pickup time by customer demands and unit processing times. Because of a lack of the optimal service sequences of retailers through \(\delta_j(m)\) in the second stage, we attempted to improve each trip’s delivery time by using 2-OPT on each pair of retailers within each trip \(\delta_j(m)\). We now proceed to formally state the solution algorithm as follows.
Input. A chromosome \( \sigma = \{ \sigma(1), \sigma(2), \ldots, \sigma(N) \} \).

Output. Feasible solution for all \( N \) retailers.

- For each feasible solution set \( \delta_i = \{ \delta(1), \delta(2), \ldots, \delta(K) \} \)
- Evaluate each trip’s production time \( M^{(1)}_{\delta(k)} \).
- Evaluate each trip’s delivery time \( M^{(2)}_{\delta(k)} \).
- Exchange each pair of retailers on this trip using 2-OPT.

When the time window condition is valid and requires less travel time than the original trip then:
- Update this trip and \( M^{(2)}_{\delta(k)} \).
- Use Johnson’s algorithm to schedule the solution set \( \delta_i \).

Example 2: To facilitate the understanding of our decoding with an example, consider that 12 retailers and then one chromosome \( \sigma = (1, 4, 7, \ldots, 10, 12, 2) \). First we find a set of feasible trips and the shortest path base for five trips is given in Table 3. Because we consider this problem as a two-stage flowshop, we use the notation \( M^{(1)} \) for the plant and \( M^{(2)} \) for outside the plant. Note that \( M^{(2)} \) is calculated by Equation (19) and retailers of each trip are ordered by the 2-OPT, that is to say Trip B, \( \delta(B) = \{(0, 3, 7, 5, 0), (0, 7, 3, 5, 0), (0, 7, 5, 3, 0)\} \), contains three kinds of travel paths because of the symmetric network. Figure 1 depicts the production schedule and the vehicle routing plan of a feasible solution.

We found the best possible trip set and the mandated delivery time window that can be met with certainty for a given permutation of retailers. Johnson’s algorithm obtains the optimum total complete time for the sequence of trips generated by \( \delta_i \), so the enhanced algorithm could find an efficient schedule under this scenario. However, this framework can be implemented only after establishing one sequence involving all retailers. Hence, we will next use evolutionary algorithms to find efficient sequences.

4. Computational results

4.1 Data set generation

To implement a comparison of the findings from the proposed GA-based heuristics, some test problems are generated and described as follows. The retailers’ information including locations, demands and service times are directly adopted from Solomon’s problem set (1987). The macro structure of the data set is preserved, but the other data are randomly generated. The unit processing time of a product follows a discrete uniform distribution \( U(1, 10) \), and the manufacturing time of each retailer is obtained by multiplying demands by the unit processing time. The time window \( [a_i, b_i] \) for each retailer \( i \) is presented as \( a_i \): Using the same \( a_i \) from Solomon’s problem set \( b_i \): Original \( b_i + \) group number \( \times 50\% \times \sum_{i \in N} b_i d_i \). Where all retailers in the problem set are divided into four groups, each group has a group number should be 1, 2, 3, or 4. Each retailer in the problem set is randomly assigned into a group. For example, \( b_i \) of the first group is the original \( b_i \) plus 50% of the total processing time and is plus 100% of the second group. Computations were performed in Visual C++ 6.0 on a personal computer with an Intel Pentium D CPU at 3.40 GHz with 1.00 GB of memory.

4.2 Performance of the proposed GA-based heuristics

To assess the solution quality and efficiency of the proposed GA based heuristic, some experiments were conducted and analysed. The initial populations were randomly chosen for each heuristic, and each generation had 60 members and the process was continued through 300 generations. And set values of \( p_c \) and \( p_m \) are 0.95 and 0.05 respectively in the GA after preliminary tests. For the AGA, the values for \( k_1, k_2, k_3 \) and \( k_4 \) are set to be 1.0, 0.5, 1.0 and 0.5.

Table 3. Trip information for Example 1.

<table>
<thead>
<tr>
<th>Trip (( \delta(k) ))</th>
<th>( M^{(1)} )</th>
<th>( M^{(2)} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>A (0, 1, 4, 0)</td>
<td>16</td>
<td>17</td>
</tr>
<tr>
<td>B (0, 7, 3, 5, 0)</td>
<td>25</td>
<td>Min (36, M, 48) = 36</td>
</tr>
<tr>
<td>C (0, 9, 6, 8, 0)</td>
<td>23</td>
<td>Min (51, 22, M) = 22</td>
</tr>
<tr>
<td>D (0, 11, 10, 0)</td>
<td>27</td>
<td>20</td>
</tr>
<tr>
<td>E (0, 12, 2, 0)</td>
<td>11</td>
<td>21</td>
</tr>
</tbody>
</table>

Figure 1. Schedule for Table 3.
These experiments are divided into two parts. The first part provides the optimal solutions for small-sized test problems as the basis for providing the feasibility and the adaptability of the proposed GA-based heuristic. It is noted that the optimal solutions are obtained by running the commercial mathematical programming software Lingo 8.0 (the mathematical model is provided in Subsection 2.3). Twelve small-sized test problems are evaluated with 10 runs for each test problem. The results are summarised and shown in Table 4. The results shown in Table 4 reveal that, in each small-sized case, GA and AGA have the same ability of search for the solution space and efficiency disparities in finding a solution are not discernable. For the case of six retailers with three vehicles, the optimum solution cannot be obtained in 24 running hours. It is noted that, for all the small-sized test problems evaluated, the solutions are the same in 10 runs of each test problem. This signifies the robustness of the designed GA-based heuristics.

To demonstrate the efficiency of the proposed-GA based heuristics, we randomly generated 10 samples for each problem size. The results for each problem size are shown in Table 5. The average time for 100 retailers of the GA was 12.532 seconds. The average time of the AGA was 19.019 seconds under the same data sets. The results shown in Table 5 reveal that the difference in efficiency between the two heuristics become increasingly obvious.

From the above test results, we found that the proposed algorithms can solve the production scheduling problem with delivery efficiently and return a reliable solution. The efficiency of the algorithm makes it suitable for solving real cases, which are normally large in scale.

### 4.3 Comparison with other heuristics

In this section, the performance of the proposed heuristics is compared with the H3 heuristic reported by Chang and Lee (2004). The scenario of this problem is similar as the jobs are processed on a single machine and then delivered to two areas. Additionally, they defined one customer area as a location where a group of customers are located in

---

**Table 4. Comparison of three search methods.**

<table>
<thead>
<tr>
<th>N</th>
<th>K</th>
<th>Lingo</th>
<th>Solution</th>
<th>Time (s)</th>
<th>GA</th>
<th>Solution</th>
<th>Time (s)</th>
<th>AGA</th>
<th>Solution</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>2</td>
<td>88</td>
<td>1</td>
<td></td>
<td>88</td>
<td>0.053</td>
<td></td>
<td>88</td>
<td>0.028</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>244</td>
<td>12</td>
<td></td>
<td>244</td>
<td>0.044</td>
<td></td>
<td>244</td>
<td>0.025</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>228</td>
<td>39</td>
<td></td>
<td>228</td>
<td>0.042</td>
<td></td>
<td>228</td>
<td>0.028</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>228</td>
<td>1</td>
<td></td>
<td>228</td>
<td>0.040</td>
<td></td>
<td>228</td>
<td>0.034</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>172</td>
<td>18</td>
<td></td>
<td>172</td>
<td>0.030</td>
<td></td>
<td>172</td>
<td>0.036</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>235</td>
<td>5</td>
<td></td>
<td>235</td>
<td>0.034</td>
<td></td>
<td>235</td>
<td>0.038</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>145</td>
<td>27</td>
<td></td>
<td>145</td>
<td>0.061</td>
<td></td>
<td>145</td>
<td>0.058</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>130</td>
<td>127</td>
<td></td>
<td>130</td>
<td>0.045</td>
<td></td>
<td>130</td>
<td>0.038</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>171</td>
<td>58</td>
<td></td>
<td>171</td>
<td>0.044</td>
<td></td>
<td>171</td>
<td>0.042</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>–</td>
<td>–</td>
<td></td>
<td>187</td>
<td>0.050</td>
<td></td>
<td>187</td>
<td>0.045</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>–</td>
<td>–</td>
<td></td>
<td>174</td>
<td>0.042</td>
<td></td>
<td>174</td>
<td>0.041</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>–</td>
<td>–</td>
<td></td>
<td>240</td>
<td>0.045</td>
<td></td>
<td>240</td>
<td>0.038</td>
<td></td>
</tr>
</tbody>
</table>

**Table 5. CPU time (in seconds) comparison between the GA and the AGA.**

<table>
<thead>
<tr>
<th>Number of retailers</th>
<th>10</th>
<th>30</th>
<th>50</th>
<th>80</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>GA Average</td>
<td>0.193</td>
<td>1.806</td>
<td>3.372</td>
<td>7.354</td>
<td>12.532</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0.013</td>
<td>0.091</td>
<td>0.128</td>
<td>0.142</td>
<td>0.486</td>
</tr>
<tr>
<td>AGA Average</td>
<td>0.312</td>
<td>2.325</td>
<td>5.150</td>
<td>11.398</td>
<td>19.019</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0.099</td>
<td>0.077</td>
<td>0.089</td>
<td>0.313</td>
<td>0.603</td>
</tr>
</tbody>
</table>
close proximity to each other. When we relaxed the time windows, seven different data sets of customer numbers and vehicle capacity were randomly generated.

We compared the results from using the three different algorithms. Table 6 presents all the completion times for GA, AGA and the corresponding heuristic H3; these values are averages taken over six examples. GA and AGA have a lower average completion time than H3 for each parameter combination. On average, GA and AGA are more efficient than H3 by 14.79% and 14.86% respectively. Paired t-tests revealed that our heuristics are statistically better than H3 according to the p-value in the last two columns at the 95% significance level. With these problem sets, we also found that the effectiveness between GA and AGA not discernible.

### 4.4 Convergence

To illustrate how GA works differently than AGA, we provide variations of the population averages, the best solution and dispersion index values for GA and AGA as shown in Figure 2. This index measures how chromosomes spread around the global best of the population, and the formula for the dispersion index is evaluated as

$$
\delta = \frac{\sum_{i \in G} \sum_{j \in C} |f_{ij} - f_i^*|}{G \times C}
$$

![Figure 2. Statistics of GA and AGA convergence over 100 retailers.](image)

Note: Columns GA < H3 and AGA < H3 lists p-values for the comparison.
where
\[
G \quad \text{number of generations,} \\
C \quad \text{number of chromosomes,} \\
f_{ij} \quad \text{fitness of the } j\text{th chromosome for the } i\text{th generation,} \\
f_{g}^{i} \quad \text{global best of the } i\text{th generation.}
\]

This index explains the coverage searching area of the population. A population with a high dispersion index has relatively wider coverage of the searching area than one with a lower dispersion index.

When comparing the two plots in Figure 2, we observe that the average completion time of the population decreases gradually for AGA while it decreases rapidly for GA. For the GA, as shown in Figure 2, within 50 generations, the candidate solution decreased rapidly and the last improvement was seen at 37 generations while the AGA continued improving for 254 generations. The best candidate solution in the GA was reported to be 7756 and the optimal total complete time for AGA was seen at 7784.

Another feature that stands out was related to the population search ability for GA. The candidate solution stayed at the 7772 level until it found a better solution at the 7756 level and stayed there for the rest of the search. In the AGA, however, the population solutions moved continuously down and therefore searched for a variety of solutions. This was mainly due to the difference in the rates of the operators’ control mechanism between the two methods. In the class GA, the rates of operators were constant from the beginning of the search. Therefore, by the time the search hit a new solution, it had lost most of its energy and was hardly able to avoid being trapped in the local optimal solution. The AGA provides a mechanism to disturb the rates of operations. Therefore, the latter one was a high probability to escape the local optimum.

5. Conclusions

This paper considers production scheduling with delivery in order to minimise the total completion time while satisfying the request time windows of each retailer. The integer nonlinear programming model has been presented first. Although the mathematical model provides the benchmark solution, the variables and constraints increase drastically, even for a small-sized problem. Therefore, two heuristics based on genetic algorithms have also been proposed for solving medium/large-sized problems. We have developed the encoding/decoding method of characteristics for this problem. The quality and efficiency of these heuristics have been evaluated through randomly generated test problems in various environments. The results indicate that two heuristics can obtain the benchmark solution for small-sized test problem. As the problem size increases, a genetic algorithm has better efficiency.

In quasi-experimental evaluations which Chang and Lee (2004) have proposed to ensure that our heuristics have sufficient solving ability, the results indicate that the genetic algorithm and adaptive genetic algorithm are both better than the existing H3 method for solving problems with multiple retailers when not considering time windows and when concentrating on two regions. With these problem sets, there is no discernable difference between the effectiveness of the genetic algorithm and the adaptive genetic algorithm.

In this paper, the comparisons of the proposed GAs clearly demonstrate that the genetic algorithm is more efficient in solving production and delivery problems but the differences in quality solution are not discernable. In our experiment, we have demonstrated that during the search, when a local minimum is visited, the genetic algorithm might not be able to improve the solution quality due to low population dispersion, whereas, there is an adaptive operator rate avoiding being trapped in the local minimum. In the genetic algorithm, such a shortcoming could be alleviated if proper search parameters are set, such as selection, crossover and mutation, and if the rates of the aforementioned operators are selected through a pre-search analysis. While, for the adaptive genetic algorithm, the advantage is that less pre-search analysis may be required.
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