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Abstract

This paper provides a novel hybrid multi-model forecasting system, with a special focus on the changing regional market demand in the display markets. Through an intensive case study of the ups and downs of the display industry, this paper examines the panel makers suffered from low panel price and unstable market demand, then they have changed to react to the rapid demand in the market or have lower panel stock for keeping supply and demand more balanced. In addition, this paper suggests a co-evolution forecasting process of sales and market factor. It can automatically apply various combinations of both linear and nonlinear models, and which alternatives deliver the lowest statistical error and produce a good estimate for the prediction of markets.

Moreover, this article shows how the system is modeled and its accuracy is proved by means of experimental results; and judged by 3 evaluation criteria, including the mean square error (MSE), the mean absolute percentage error (MAPE), and the average square root error (ASRE) were used as the performance criteria to automatically select the optimal forecasting model. Finally, the results showed that the proposed system had considerably better predictive performance than previous and individual models. To summarize, the proposed system can reduce the user’s effort for easier obtaining the desired forecasting results and create high quality forecasts.
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1. Introduction

The flat-panel display (FPD) is a landmark sector all over the world in terms of technology innovation. This market is growing based on the competitiveness of three major technologies: thin-film transistor-liquid crystal displays (TFT-LCD), plasma display panels (PDP) and organic light-emitting diodes (OLED). TFT-LCD has the largest market share. This technology dominates the market, as it can be used in different types of applications, ranging from small devices including mobile phones to large applications including televisions.

However, TFT-LCD manufacture has high risk and low affixation. Because high-risk industry where failure for market estimation can lead to the elimination of an enterprise and where a timely, large-scale investment is essential; industry where large companies that should have the capacity to mobilize large capital are fully equipped with necessary parts and materials.

Research on flat panel displays (FPD), which started in the 1960s, has finally reached the commercialization stage in the form of large plasma display panels (PDPs) and liquid crystal displays (LCDs). Japanese companies led initial technological development in the LCD upstream industry in the 1990s. But since 2000, Korea and Taiwan have made bold investments, and they are leading the global market. In 2010 China started to join this market, global manufacturers of TFT-LCD panels have established the majority of LCD module assembly plants in China to take advantage of lower labor costs. With investment in display production facilities likely to decline in other countries, production of TFT-LCD manufacturing equipment in China will account for a greater share of the world market. Now China has become a major hub in TFT-LCD manufacturing, and the TFT-LCD industry is one of the most dynamic industries.

Major manufacturers by country are Korea (Samsung, LG Display), Taiwan (AUO, Innolux, CPT, Hannstar), Japan (Sharp, TMD, NEC, Hitachi), China (BOE-OT, CEC-Panda, CSOT, Tianma), etc. Now the industry has diverse upstream markets as following: (1) small and mid-sized products including smart phones, IT products (i.e. monitors, tablet PC, desktop PC, laptops and automotive heads-up display) and (2) large-sized products including household appliances (i.e. LCD TV and monitor).

After the fall of 2008 and the European debt crisis, which began in late 2009, the shift still significantly influences the demand ratio of the TFT-LCD regional markets in the world until now. The
TFT-LCD industry also has witnessed drastic changes in the intensity of competition in 2008–2010. This industry is undergoing a turbulent transformation as it becomes a mature industry as Fig. 1. However, TFT-LCD panel manufacturers are undoubtedly looking forward to sustainable growth, but they cannot simply wait for demand to increase and then react to that increase to generate revenue. These companies should examine the various revenue sources in the regional markets and seek new opportunities to increase revenue, or build a sound foundation in shaping effective output planning for the potential market. Hence, the future forecast should analyze historical data and forecast projections to deliver the most detailed information and insights available.

Due to those reasons mentioned above, this research hopes to develop an efficient process, and a functional tool to predict the rapid development of the TFT-LCD market. Of interest to note is forecasting is a problem that arises in many economic and managerial contexts, and hundreds of forecasting procedures have been developed over the years for many different purposes, both in business enterprises and elsewhere. Previous forecasting studies relied on qualitative methods or patent analysis, which can be quite useful for other forecasting problems but have been shown to be inappropriate for industrial development forecasting [5,29]. Recently, both theoretical and empirical results have suggested that combining forecasting methods can be an effective way to achieve better predictive performance over individual models [9,23]. Contributions from many researchers have improved the quality of the predictions and provided combined forecasting models for decision makers [1,16,26,30,35]. As a result, there have been profound changes in the forecasting field. Combining various linear and nonlinear models offers solutions in which models are combined in an optimal way and can be applied in real-world situations such as forecasting macroeconomic time series [32], tourist demand [6], and exchange rates [2].

Based on the parameters selected, the combined forecasting models can be roughly classified into three categories: (1) linear/equally weighted combined forecasts; (2) nonlinear/unequally weighted combined forecasts; and (3) combined forecasts from linear and nonlinear models. Linear methods such as the Bayesian method typically place equal weight on each of the sub-classifiers in each time frame, regardless of their global or local accuracy [4,12,15,18,38]. Nonlinear methods apply unequal weights for the averaging of past observations (i.e., more recent observations are given more weight in forecasting than older observations); examples include neural networks, adaptive neuro-fuzzy inference systems, and fuzzy set methods [20,24,25]. Combining linear and nonlinear methods can retain the robustness while reducing the complexity considerably, such as in the combination of artificial neural networks (ANNs) and autoregressive integrated moving average (ARIMA) methods. Among these, nonlinear combined forecasts and combined forecasts from linear and nonlinear models have proven to be very effective for demand forecasting in addition to other linear or nonlinear applications [6,27,34].

Several algorithms commonly found in the literature have the potential to surpass the performance of an individual predictor by combining the outputs of a collection of complementary predictors. In bagging, various methods are generated by applying a learning algorithm to independent bootstrap tests of the primary training data [3,17]. Boosting is another popular ensemble algorithm and was originally developed for classification problems. A sequence of models is obtained from a given dataset using an adaptive learning algorithm and different parameters for various training cases [17]. Adaptive neuro-fuzzy inference systems (ANFISs) outperform other individual methods, and the forecasting accuracy can be improved effectively using combined forecasts, as was done for a panel manufacturer [39].

Based on the forecasting performance of combined methods, Wang and Nie [41] proposed the combination of a back-propagation neural network (BPNN) and support vector machines (SVMs), which have the best forecasting performance, and showed that the combined forecasting model can greatly enhance the accuracy of predictions of a stock index. Other research showed that the adaptive neuro-fuzzy inference system method outperforms other methods in forecasting panel demand [39], automobile sales [40], and the demand for telecommunication technology [21].

However, none of these methods is a universal model that is suitable for all situations because it is difficult to completely know the linear or nonlinear characteristics of the time series data in an actual problem. An important motivation to combine the forecasts
from different models is the fundamental assumption that one cannot identify the true process exactly, and thus, different models may play a complementary role in the approximation of the process that produced the data.

Hence, this paper presents a hybrid multi-model forecasting system that combines the forecasts from various linear and nonlinear models and compares the performance of this system with that of nonlinear combined-forecast models. The main advantage of the proposed method is that it can be used to select better forecasting modules for greater performance.

The remainder of this paper is organized as follows. In Section 2, the exponential smoothing (ES) method, the ARIMA, the back-propagation neural network (BPNN), the adaptive neuro-fuzzy inference system (ANFIS), the support vector regression (SVR) method, and the combination methodology are described. Section 3 describes the data source and the evaluation criteria used for comparing the forecasting techniques. Section 4 compares the results obtained from the combinations of models against the nonlinear combined forecasts and discusses the forecasting system software. Finally, Section 5 provides concluding remarks.

2. Methodology

In this paper, we propose a systematic approach to combine different efficient methodologies for improving forecasting performance, especially focused on combined forecasting techniques from linear and nonlinear models. Both the nonlinear combining forecast and the combining forecast from linear and nonlinear models have achieved successes in their own linear or nonlinear problems [6,11,34]. Each combining forecast method has its own advantages and disadvantages. In order to take advantage of the strengths of each combining method to develop the best forecast possible alternatives, we introduce a multiple forecasting system that can be used to select better combining forecasting modules for better forecasting improvement.

2.1. The combining forecasts from linear and nonlinear models

Two individual linear methods (Exponential smoothing/ES and Autoregressive Integrated Moving Average/ARIMA) and other two individual nonlinear methods (Back-propagation neural network/BPNN) and Support vector regression/SVR, are selected as techniques for optimizing dynamic forecasting problem based on the combining forecast from linear and nonlinear models. Because a lot of work on using ES, ARIMA, BPNN and SVR as techniques for dynamic combined forecasting often have been previously reported with good predicting performance [6,14,24,33].

Then, this system is majorly proposed to provide four kinds of “combining forecasts from linear and nonlinear models” as follow: (1) ES_BPNN; (2) ES_SCR; (3) ARIMA_BPNN; and (4) ARIMA_SVR, which all have both linear and nonlinear modeling capabilities that can be a good strategy for practical use. Then, this study compares these results with the results from the nonlinear combining forecast by ANFIS and the individual forecast by ANFIS.

Previous researches in combining forecasts from linear and nonlinear models believe that it may be reasonable to consider a time series to be composed of a linear autocorrelation structure and a nonlinear component [6,42]. That is:

\[ Y_t = M_t + N_t \]  

(1)

where \( M_t \) is the linear component and \( N_t \) is the nonlinear component of the combination models. Both \( M_t \) and \( N_t \) have to be estimated from the data set. First, linear model (ES and ARIMA) is used to model the linear part of data set, and then the residuals from the linear model will contain only the nonlinear relationship.

Let \( E_t \) represent the residual at time \( t \) as obtained from the linear model, then:

\[ E_t = Y_t - \bar{M}_t \]  

(2)

where \( \bar{M}_t \) denotes the forecast value of the linear model at time \( t \). In order to model the nonlinear residuals from the linear model, the nonlinear model (SVR and BPNN) can be used. In this study, the author built four various combination models with the following input layers:

\[ f^\text{linear} = f^\text{nonlinear} \left( f^\text{linear}(x_{t-1}), f^\text{linear}(x_{t-2}), f^\text{linear}(x_{t-3}) \right) \]  

(3)

where \( E^\text{linear} \) represent the residual at time \( t \) from the linear models (ES and ARIMA), \( f^\text{nonlinear} \) a nonlinear function determined by the nonlinear models (SVR and BPNN). Here, this study proposed four combined models, and called them as ES_BPNN, ARIMA_BPNN, ES_SVR, ARIMA_SVR. Therefore, the combined forecast will be:

\[ \tilde{Y}_t = \bar{M}_t + \bar{N}_t \]  

(4)

where \( \bar{N}_t \) is the forecast value of Eq. (1).

The individual linear and nonlinear methods can be described by the following sections.

2.1.1. Exponential smoothing (ES)

ES is a widely used linear model that can be applied to time series data on the basis of the moving average technique [33]. It uses a weighted average of past data as the basis for a forecast. The procedure gives heaviest weight to recent information and smaller weights to observations in the more distant past. The reason for this is that the future is more dependent on the recent past than on the distant past. The formula for exponential smoothing is

\[ F_{t+1} = \alpha X_t + (1 - \alpha)F_t \]  

(5)

where \( F_{t+1} \) is the forecast value of period \( i+1 \); \( \alpha \) the smoothing constant \((0 < \alpha < 1)\), \( X_t \) is the actual value of period \( i \), and \( F_t \) is the forecast value of period \( i \). \( \alpha \) can be thought of as the weight given to past history. The method is called “exponential” since the forecasted value is the discrete convolution of the observed sequence with an exponential curve with a time constant \( 1/(1-\alpha) \). Alternately, if the value of \( X_t \) becomes fixed, the error \( X_t - F_t \) decays exponentially.

2.1.2. Autoregressive Integrated Moving Average (ARIMA)

ARIMA is the most popular linear model that fitted to time series data either to better understand the data or to predict future forecasting. It is applied in some cases where data show evidence of non-stationarity, where an initial differencing step can be applied to remove the non-stationarity [6,36]. The model is generally referred to as an ARIMA\((p,d,q)\) model where \( p \), \( d \), and \( q \) are non-negative integers that refer to the order of the autoregressive, differenced, and moving average parts of the model respectively.

When one of the terms is zero, it is usual to drop AR, I, or MA. For example, an I(1) model is ARIMA(0,1,0), and a MA(1) model is ARIMA(0,0,1).

\[ \theta(B)\nabla^d x_t = \theta(B)\epsilon_t \]  

(6)

where \( x_t \) and \( \epsilon_t \) represent the number of visitors and random error terms at period \( i \) respectively, \( B \) is a backward shift operator defined by \( Bx_t = x_{t-1} \), and related to \( \nabla \) by \( \nabla = 1 - B \), \( \nabla^d = (1 - B)^d \), \( d \) is the order of differencing, \( \theta(B) \) and \( \theta(B) \) are autoregressive (AR) and moving averages (MA) operators of orders \( p \) and \( q \), respectively, and are defined as:

\[ \theta(B) = 1 - \theta_1 B - \theta_2 B^2 - \ldots - \theta_p B^p \]  

(7)

\[ \theta(B) = 1 - \phi_1 B - \phi_2 B^2 - \ldots - \phi_q B^q \]  

(8)
where \( \mathcal{D}_1, \mathcal{D}_2, \ldots, \mathcal{D}_p \) are the autoregressive coefficients and \( \theta_1, \theta_2, \ldots, \theta_q \) are the moving average coefficients. In order to fit an ARIMA model to the raw data, the ARIMA model involves the following four-step iterative cycles [6]: (1) Identification of the ARIMA \((p, q, d)\) structure; (2) estimation of the unknown parameters; (3) goodness-of-fit tests on the estimated residuals; and (4) forecast future outcomes based on the known raw data. The \( \theta_i \) should be independently and identically distributed as normal random variables with mean 0 and constant variance \( \sigma^2 \). The roots of \( \mathcal{D}_p \) \((x) = 0 \) and \( \theta_q(x) = 0 \) should all lie outside the unit circle.

2.1.3. Back-propagation neural network (BPNN)

BPNN is a nonlinear method. It is one of the most popular neural network models for use in business applications, especially with time series prediction problems such as sales forecasting [14]. We purpose to use BPNN as the selected nonlinear models to combine with the linear ones. The key motivation for doing so is due to the truth that BPNN do not make any assumption about the data. Instead, they try to learn the functional form of the true model from the data itself. For these reasons, we use BPNN to combine the linear model in forecasting the revenue trend.

Based on the algorithm of BPNN, it typically employs three or more layers of processing elements: an input layer, an output layer, and at least one hidden layer. The back propagation learning algorithm involves a forward-propagation step followed by a backward-propagation step. Both the forward and backward-propagation steps are done for each signal presentation during training.

2.1.3.1. Forward-propagation algorithm. This forward-propagation step is initiated when an input signal is presented to the network. Incoming connections to unit \( j \) are at the left and originate at units in the layer below. Output values from these units arrive at unit \( j \) and are summed by

\[
S_j = \sum_{i=1}^{n} x_i w_{ji}
\]

(9)

where \( x_i \) is the activation level of unit \( i \), and \( w_{ji} \) is the weight from unit \( i \) to unit \( j \). After the incoming sum \( S_j \) is computed, a sigmoid function \( F \) is used to compute \( F(S_j) \). After the sigmoid function is computed, the resulting value becomes the activation level of unit \( j \). This value, the output of unit \( j \), is sent along the output interconnections.

2.1.3.2. Backward-propagation algorithm. Here, the error \( \delta \) values are calculated for all processing elements and weight changes are calculated for all interconnections. The calculations begin at the output layer and progress backward through the network to the input layer. The error-correction step takes place after a signal is presented at the input layer and the forward-propagation step is complete. Then, the weights are adjusted for all interconnections that go into the hidden layer. The process is continued until the last layer of weights has been adjusted. If unit \( j \) is in the output layer, then its error value is

\[
\delta_j = (t_j - a_j) \times F'(S_j)
\]

(10)

where \( t_j \) is the target value for unit \( j \), \( a_j \) is the output value for unit \( j \), \( F(X) \) is the derivative of the sigmoid function \( F \), and \( S_j \) is the weighted sum of inputs to \( j \).

2.1.4. Support vector regression (SVR)

SVR is a nonlinear method. In most real-world problems, linear function approximation is of limited practical use. The solution is to map the input data in a higher dimensional feature space, in which the training data may exhibit linearity, and then to perform linear regression in this feature space [24]. Let \( x_i \) be mapped into a feature space by a nonlinear function \( \mathcal{D}(x) \); the decision function can be written as:

\[
f(w, b) = w \times \mathcal{D}(x) + b
\]

(11)

Similarly, the nonlinear regression problem can be expressed as the following optimization problem.

\[
\min_{w,b,c} \frac{1}{2} w^2 + C \sum_{i=1}^{n} (\xi_i + \xi_i^*)
\]

Subject to \( y_i - (w \times \mathcal{D}(x) + b) \leq \varepsilon + \xi_i \)

\( (w \times \mathcal{D}(x) + b) - y_i \leq \varepsilon + \xi_i^* \)

\( \xi_i, \xi_i^* \geq 0, \quad i = 1, 2, \ldots, l \)

(12)

Then, the dual form of the nonlinear SVR can be expressed as:

\[
\min_{\xi_i, \xi_i^*} \frac{1}{2} \sum_{i=1}^{n} (\xi_i - \xi_i^*) (\xi_i - \xi_i^*) \mathcal{D}(x_i) \times \mathcal{D}(x_i) + \sum_{i=1}^{n} (\xi_i - \xi_i^*)
\]

\( - y_i \sum_{j=1}^{l} (\xi_j - \xi_j^*) \)

Subject to \( \sum_{i=1}^{l} (\xi_i - \xi_i^*) = 0 \)

\( 0 \leq \xi_i \leq C, \quad i = 1, 2, \ldots, l \)

\( 0 \leq \xi_i^* \leq C, \quad i = 1, 2, \ldots, 1 \)

(13)

Little knowledge may be available as a basis for selecting an appropriate nonlinear function \( \mathcal{D}(x) \), and further, the computation of \( \mathcal{D}(x) \times \mathcal{D}(x) \) in the feature space may be too complex to perform. An advantage of SVR is that the nonlinear function \( \mathcal{D}(x) \) need not be used. The computation in input space can be performed using a “kernel” function \( K(x_i, x_k) = \mathcal{D}(x_i) \times \mathcal{D}(x_k) \) to yield the inner products in feature space, circumventing the problems intrinsic in evaluating the feature space. Functions that meet Mercer’s condition can be proven to correspond to dot products in a feature space. Therefore, any functions that satisfy Mercer's theorem can be used as a kernel. In this study, we chose the radial basis function as kernel function:

\[
K(x_i, x_k) = \exp(-\|x_i - x_k\|^2)
\]

(14)

Finally, the kernel function allows the decision function of nonlinear SVR to be expressed as follows.

\[
f(x_i) = \sum_{i=1}^{l} (-\xi_i - \xi_i^*) K(x_i, x_k) + b
\]

(15)

The parameters that dominate the nonlinear SVR are the cost constant \( C \), the radius of the insensitive tube \( \varepsilon \), and the kernel parameters. These parameters are mutually dependent so changing the value of one parameter changes other parameters. The meanings of parameters \( C \) and \( \varepsilon \) can be interpreted. The parameter \( C \) controls the smoothness or flatness of the approximation function. A greater \( C \) value, corresponding to a greater penalty of errors, indicates that the objective is only to minimize the empirical risk, which makes the learning machine more complex. In this study, determining appropriate values of \( C \) and \( \varepsilon \) is often a heuristic trial-and-error process. The optimal values of SVR parameters may vary substantially among cases.

2.2. Nonlinear combining forecast by ANFIS

The ANFIS, first proposed by [19], combined the benefits of artificial neural network (ANN), and fuzzy inference systems. In this study, the processing of the nonlinear combining forecast by ANFIS was same as the one of the individual forecast by ANFIS. Those two
methods only had the difference in input data. The individual forecast by ANFIS adopted the training data as the inputs directly. The nonlinear combining forecast by ANFIS selected the estimated values from three forecasting models as the inputs to build the nonlinear combining forecasting system. The three forecasting models can be selected from three nonlinear forecasts models and four combining forecasts models which mentioned above in Section 2.1. The MSE, MAPE, ASRE values of three forecasting model were the lowest of three values than other models. The first-order Sugeno fuzzy model has become a common practice on ANFIS implements in the past. Thus, we used the same model. The five steps process shows as follows: (1) In layer 1, each node is called an input linguistic node and corresponds to one input linguistic variable. The nodes transmit input forecasts to the next layer directly. Each node function can be modeled by fuzzy membership function. Here, the generalized bell membership function and Gaussian membership function are used; (2) in layer 2, each node in this layer calculates the firing strength of a rule via multiplication; (3) in layer 3: The ith node in this layer calculates the ratio of the nth rule’s firing strength to the sum of all the rules’ firing strengths. The result would be the normalized firing strengths. For convenience, the output of this layer will be called the normalized firing strengths; (4) in layer 4: Each node in this layer is a square node with a node function. Parameters in this layer will be referred to as consequent parameters by node function; (5) in layer 5: The single node in this layer computes the final combining forecast as the summation of all incoming forecasts. Here, we assumed ANFIS as having two inputs, x and y, and one output f to delineate the regular framework of ANFIS in Fig. 2.

2.3. The combining forecasts methodology

Both “nonlinear combining forecasts” and “combining forecasts from linear and nonlinear models” have achieved successes in their own linear or nonlinear problems. Each combining forecast has its own advantages and disadvantages. In order to take advantage of the strengths of each combining method to develop the best forecast possible alternatives, we introduce a hybrid multi-Model forecasting system that can be used to select better forecasting modules for better forecasting improvement. This system is majorly proposed based on four kinds of “combining forecasts from linear and nonlinear models” (e.g. ES-BPNN, ES_SCR, ARIMA-BPNN, ARIMA_SVR), and “nonlinear combining model forecasting by ANFIS, which all have both linear and nonlinear modeling capabilities that can be a good strategy for practical use.

3. Data set and performance criteria

To test the effectiveness of this proposed system, monthly TFT-LCD revenue data for four regions (the Asia–Pacific region, China, North America and Eastern Europe) were gathered as a representative sampling, during this experiment and then analyzed to form a valid testing. The data were obtained between January 2008 and June 2011, from a leading global market research and consulting firm “display search”.

The data were divided into two sets, a training set (in-sample data) and a test set (out-of-sample data), for each TFT-LCD revenue time series to assess the performance of the forecasting methods selected for this research. To achieve a more reliable and accurate result, a longer period was used for training.

Once the training stage was complete, the various methodologies were applied to the test data. The ANFIS was trained using the lowest MSE and the lowest MAPE, which are defined in the following subsection, as the performance criteria.

3.1. Quantitative evaluations

There were two main categories in hybrid multi-model forecasting system. The first category included four models that combined forecasts from linear and nonlinear models (ES-BPNN, ES_SCR, ARIMA-BPNN, ARIMA_SVR), and the second category consisted of one nonlinear combined forecasting model (ANFIS). These five models were tested with the revenue time series data for TFT-LCD panel manufacturers in each region. We calculated the mean square error (MSE), the mean absolute percentage error (MAPE), and the average square root error (ASRE) to compare the accuracy of these five methods. Previous studies showed that the MSE, the MAPE and the ASRE are frequently used measures of the difference between actual and predicted values for a process that is being modeled [7,28]. In statistics, the MSE, the MAPE and the ASRE are used to measure the difference between actual and predicted values and can provide a measure of the level of agreement between the observed and predicted values. The lower the values of the MSE, the MAPE and the ASRE, the closer the predicted values are to the actual values. We can calculate the MSE by squaring each of the individual errors, ei, and taking the average of those squared values, i.e.,

\[
\text{MSE} = \frac{\sum_{i=1}^{n} e_i^2}{n} \quad (16)
\]

The MAPE is computed by dividing the absolute errors by the corresponding true values and then averaging the deviations and multiplying by 100, i.e.,

\[
\text{MAPE} = \frac{\sum_{i=1}^{n} |X_i - F_i|/X_i}{n} \times 100 \quad (17)
\]

The ASRE of a model is defined as the square root of the mean squared error, where Xobs is observed values and Xmodel are the predicted values at a time or place i.

\[
\text{ASRE} = \sqrt{\frac{\sum_{i=1}^{n} (X_{\text{obs}},i - X_{\text{model}},i)^2}{n}} \quad (18)
\]

4. Results

4.1. Comparative results

Because revenues have been strongly influenced by several factors such as the financial crisis in the United States, the European debt crisis and the rapid development of the TFT-LCD industry in China, we chose the time series of revenues in the TFT-LCD markets.
in the Asia–Pacific region, China, Eastern Europe and North America for this research. Fig. 3 shows the time series of revenue in the four regions.

Table 1 shows the mean, the standard deviation (STD), the confidence interval (CI) and the correlation coefficient for each of the four regional markets [10]. The correlation coefficient was used in this study to estimate whether the data were linear or nonlinear. If the value of the correlation coefficient was between −0.3 and 0.3, the revenue was considered a nonlinear function. A common formula for calculating the correlation coefficient [8] is shown in Eq. (19).
\[ r = \frac{\sum XY - \frac{1}{n} \sum X \sum Y}{\sqrt{\left( \sum X^2 - \left( \frac{1}{n} \sum X \right)^2 \right) \left( \sum Y^2 - \left( \frac{1}{n} \sum Y \right)^2 \right)}} \]  \hspace{1cm} (19)

4.2. Analysis

First, we applied five single-model forecasting methods to obtain the forecasts. Two methods, ES and ARIMA, were linear, and the other three models, SCR, BPNN and ANFIS, were nonlinear. Second, we created four combined models by pairing the linear and nonlinear models as follows: the ES and BPNN models, the ES and SCR models, the ARIMA and BPNN models and the ARIMA and SVR models. Finally, we compared and analyzed the results using the MSE, the MAPE and the ASRE. The training period was from January 2008 to June 2011 (season 1–season 10), and the test period was from July 2011 to December 2011 (season 11–season 12). In summary, 10 different forecasting models were used to predict the revenues in the four regions. Tables 2.1–2.4 compare the results of the 10 forecasting methods in the four regions.

From the results in Tables 2.1–2.4, we can observe the effectiveness of the combined models, which had lower values of the MSE, the MAPE and the ASRE. The results showed the following: (1) for
the Chinese region, the ARIMA-BPNN model was superior to the other methods; (2) for the Eastern European region, the ES-SVR model was the best; (3) for the North American region, the ANFIS was the best; and (4) for the Asia–Pacific region, the ES-SVR model was the best.

The results in Tables 2.1–2.4 showed that the best forecasting model was different for each region. However, there is substantial evidence to demonstrate that combined forecasts from linear and nonlinear models improve the forecasting accuracy. Furthermore, combinations of linear and nonlinear models were more accurate in forecasting the revenues in the four regions than the individual linear models. Research has not yet revealed the conditions or the methods for the optimal combinations of forecasts. We infer that there were differences in the information among the four regions. It follows that the extracted data characteristics and the corresponding metrics should be mapped to the forecasting performance evaluation to construct rules for selecting the forecasting method. To take advantage of the strengths of each method to develop the best forecast, we introduce a hybrid multi-model forecasting system that can be used to select forecasting models to improve the forecasts.

4.3. Hybrid multi-model forecasting system (HMFS)

In this section, an operational multi-model forecasting system is designed to integrate all five combined forecasting methods into one forecasting process. Fig. 4 shows the structure of hybrid multi-model forecasting system. The main idea of the hybrid multi-model forecasting system is based on previous studies[41]. Several studies have shown multiple-model systems to be effective for software engineering, in which forecasting has become increasingly important[5,37]. In previous studies[22], this type of system
included information, model, knowledge and dialog management systems and combined forecasting software to obtain and analyze the data characteristics, develop the optimal forecast, and communicate the forecast to the user. All of the combined forecasting functions from the two categories were implemented in the MATLAB programming environment (MathWorks, Natick, Massachusetts, USA).

Fig. 5 shows the interface for the forecasting system software, which has a framework that integrates data management, monitoring facilities and five possible combined forecasting models with a user-friendly geographic information system (GIS) platform.

The system display for the initial step is shown in Fig. 6. Data on TFT-LCD production by region may be imported into the system and used as the input to the various combined forecasting models. The data are stored in the database of this hybrid multi-model forecasting system. The system provides automated tools to select the most accurate and reliable forecasting model for the input time series data. Fig. 5 shows that once the dataset is chosen, the system automatically attempts to load the historical data, and a separate window allows the user to choose the forecasting mode to develop a custom combined forecasting model.

Fig. 7 shows the system interface providing guidelines to the user, typically a sales and marketing manager, in selecting suitable combined forecasting methods. The choice of the combined forecasting method depends on the forecasting performance, as determined by the MSE, the MAPE and the ASRE. The most important benefit is that the system can automatically organize and analyze large amounts of data to indicate the forecasting performance of each combined forecasting method, allowing the manager to make the final judgment. Additionally, this system provides forecasts based on past data, but the manager can adjust this forecast based on future events that the system did not consider.

An additional test of the system was conducted by adding noise (a random walk,[13,31]) to the revenue of one region (Eastern Europe) and verifying that the hybrid multi-model forecasting system could effectively forecast the revenue of that region (Fig. 8). Fig. 9 shows the output of the hybrid multi-model forecasting system for the revenue of the Eastern European region with noise. The hybrid
multi-model forecasting system selected the ES-SVR model to forecast the revenue of the Eastern European regional market with noise in the data.

5. Conclusion and further research

In fact, this research investigated the use of combinations of linear and nonlinear forecasting models to predict the revenues of the TFT-LCD industry in four regions from time series data. The results showed that the proposed models usually had better performance than the individual linear models (ES and ARIMA), the individual nonlinear models (SVR and BPNN) and the nonlinear combined forecasting model (ANFIS) in forecasting revenues in the Chinese, Eastern European and Asia–Pacific regional markets; the individual nonlinear forecasting model ANFIS had the best forecasting performance in predicting the North American market. In general, this research showed that combined forecasts from linear and nonlinear models had better performance compared with other methods.

Chen [6] reported that there is no clear evidence in favor of combined forecasts from linear and nonlinear models over other forecasting models in terms of forecasting performance [6]. Our results indicate that combined forecasts from linear and nonlinear models are better for predicting linear or nonlinear revenue time series. However, no one method was best for all series. To do so, a powerful hybrid multi-model forecasting system to generate more accurate forecasts from empirical comparisons of alternative forecasting methods was developed in this research. This hybrid multi-model forecasting system draws on several sources for forecasting inputs, including databases, documents, and a variety of forecasting methods. After processing the data from various sources, sophisticated forecasting systems integrate all the necessary data into a single spreadsheet, which the user can then manipulate by entering various projections such as different estimates of future revenue that the system will incorporate into a new output.

It is important to note the role of this flexible and sound architecture is crucial, particularly with fast-paced, rapidly developing forecasting techniques. If the base of the system is rigid or inadequate, it can be impossible to reconfigure the system to adjust to changing market conditions. Along the same lines, in other business forecasting methods and systems, it is also important to invest in systems that will remain useful over the long term, accommodating changes in the business world.

We conclude that this system has three major benefits over other forecasting systems: (1) this system has better accuracy than nonlinear combined forecasting methods or single methods; (2) this system assists in deciding which combined forecasting models are better, which alternatives are inactive, and which alternatives deliver the lowest statistical error and produce a good estimate of the variable of interest and (3) this system provides users with a graphical user interface, where the user can answer queries and can view the desired results in an integrated form. Hence, this system reduces the user’s effort in obtaining the desired forecasting results from the regional revenue database.

There are many types of nonlinear models and combined forecasting methods for the prediction of markets. In this study, we considered 10 types of models and combined forecasting methods. Future work will include other types of models. Furthermore, the proposed hybrid multi-model forecasting system can be adapted to many other fields of market prediction.
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